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1 Introduction to the research problem

1.1 Research area and scope
It has been widely observed that the development of new products has become a critical

weapon for organizations acting in competitive environments. Changing technology, global-

ization, and more demanding customers are some of the factors that are forcing firms to be

innovative (Wheelwright & Clark 1992). It only takes a glance at the television or newspaper

to confirm the fact that firms are trying to attract potential buyers with superior technical

performance and fashionable styling. 

Variety, change and speed are key issues that companies are nowadays having to deal with

(Galbraith 1994, Ulrich & Eppinger 2000). The market requires new products that will have

customers checking their bank accounts to see if they can afford the change to a new model.

Where product development used to be an occasional and unique activity, competitive firms

are nowadays favoring faster innovation (Eppinger et al. 1994, Pine 1996, Meyer et al. 1997).

Not surprisingly, efficient development processes are a requisite for survival. As a

consequence, companies are focusing more and more on understanding their development

processes and research into successful product development is attracting considerable

attention (Cooper 1993, Brown & Eisenhardt 1995). In line with this, this thesis will consider

how organizations developing physical products can improve their design processes. 

Design literature in general

In our context, product development includes the process of transforming a vague idea into a

newly functioning physical product that can be launched onto market. As a rule, the members

of design1 project teams do all the work and not surprisingly, they face a considerable variety

of complicated issues. Numerous studies have been conducted aiming to find the key

elements of successful and effective product development. Looking at the overall picture, the

available research includes knowledge from two broad areas: engineering design

communities, and organizational/management science communities (Smith & Morrow 1999).

The first typically focuses on procedures to technically guide engineers in constructing a

physical product. The second considers the question of how people can effectively work

together. Both have existed side by side for a long time, but all have greatly contributed to our

understanding of product development.

Concurrent Engineering

Since the eighties, the performance of design projects has dramatically improved due to the

Concurrent Engineering approach (Ettlie 1995). Traditional functional barriers have been

broken down and project members have started focusing on concurrent (parallel) execution

of all design tasks. The approach emphasizes that decisions made by marketing (to take one

area) will affect design, purchasing, or production decisions, and such decisions should not

be made in isolation from each other. Accordingly, engineering researchers have designed

1

1 In this thesis, design and (product) development are similar terms.



and applied tools such as Design for Assembly (or DFX), Failure Mode and Effect Analysis, and

Quality Function Deployment in order to guide project members to integrate the decisions

made by various disciplines (Ulrich & Eppinger 2000). Similarly, management researchers

have highlighted the role of multi-disciplinary teams in easing the exchange of a great

amount and variety of information between project members. An overview of Brown and

Eisenhardt (Brown & Eisenhardt 1995) shows that they investigated a myriad of organiza-

tional issues such as the role of gatekeepers, group thinking, polarity, team tenure (history of

working together), team size and team structure. Concurrent Engineering practices now are

widespread and commonly applied within innovative firms.

The ‘underlying design structure’

In the nineties, a small group of researchers involved in product development (Von Hippel

1990, Krishnan et al. 1997, Smith & Eppinger 1997a, Smith & Morrow 1999) noted that merely

addressing integration mechanisms is not a universal solution to improving design processes.

This was inspired by the observation that it was large and complicated design problems in

particular where there was too much overlap and that integration of activities may overtax

coordination mechanisms and seriously hamper project performance. They stressed the

importance of understanding and reducing the overall need for coordination during the

design process.

As a new perspective, they argued that the way in which a project is decomposed into

smaller sub-problems has an enormous effect on the speed and quality of the project’s

outcome. This is probably best illustrated by the following citation from Von Hippel (Von

Hippel 1990), the first to shed some light on this issue within the context of product

development.

Consider how one might partition the project of designing an airplane. In fact, of course,

such a project would be partitioned into thousands of tasks. But, for present purposes let

us assume that it will be partitioned into only two tasks, each to be undertaken by a

different firm. The two alternative partitionings I propose we compare:

Firm X is responsible for the design of the aircraft body and firm Y is responsible for the

design of the engine, and:

Firm X is responsible for designing the front half of the aircraft body and engine, and firm

Y is responsible for the back half of each.

Taken together, each of these proposed partitionings has the same project outcome – a

complete aircraft design. But the two differ greatly with respect to the interdependence of

the two tasks specified. The second alternative would require a much higher level of

problem-solving between the two tasks. For example, many design decisions affecting the

shape of the “front half” of an aircraft body could not be made without forcing related

changes on the designers of the back of the body and vice versa: The two halves cannot be

considered independently with respect to aerodynamics. In contrast, the detailed design

of a complete aircraft engine is much less dependent on the detailed design of a complete

aircraft body. As a direct consequence, I suggest, engineers would think the former parti-

tioning far more efficient than the latter. Indeed, faced with the latter proposed division,

experts would be likely to throw up their hands and say, “It can’t be done that way”.
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Decomposition strongly impacts on how effectively team members are able to combine their

knowledge and solutions in respect of joint designs, and has recently become a frequent

object of study. The underlying structure of the design problem is generally viewed from two

interrelated perspectives: the structure of the product (product architecture), and the

structure of the organization (the division of work). However, these perspectives are often

considered separately. Engineering science thoroughly investigates issues involving product

architecture, and organizational science extensively studies effective organizational

structures. Despite their strong interrelationship, communication between both bodies of

knowledge is very rare in product development literature. The focus of this study therefore is

to link the two streams and come to new and applicable insights enabling understanding and

handling of complexity in design. Below we will describe the basics of product architecture

and the main principles of organization and then the available research linking the two.

Product architecture

Engineering literature contains a tremendous amount of technical knowledge describing the

technical structure of, for instance, an airplane. The decision of how a product is to be split up

into smaller building blocks (e.g. the body and the engine) is considered an essential one in

the technical design process (Suh 1990, Pahl & Beitz 1996). The structure of a product is

generally referred to as product architecture (Ulrich 1991, Ulrich 1995). It describes what

building blocks make up a product, and specifies how these blocks interact. The architecture

of a personal computer, for instance, includes a description of its blocks (monitor, the

keyboard, the hard disk etc.) and illustrates how these interact (work together) in order to

obtain a correctly functioning computer.

In recent years, product architecture has attracted a lot of attention and many scholars

have stressed its high impact on the manufacturing firm. Perhaps the most influential 

characteristic of architecture is ‘the amount of dependence’ between the building blocks

(Ulrich 1995). At the two extremes, products may be modular or integral. The building blocks

of modular products have simple or few interactions and can be easily combined into 

an overall product. On the other hand, the blocks of integral products have very complex 

relationships and combining them into the overall product represents a hard task. 

Many designers are nowadays striving to develop modular products in response to the

complexity of the problem. Modular blocks can be designed, produced, and tested fully in

parallel processes and easily assembled into an overall product. When such a structure is

found, the business processes becomes less complex since people can focus in complete

isolation on a relatively small building block, instead of continuously having to consider the

whole product.

However, there are many reasons why products are designed in a more integral way. A focus

on low unit costs, low weight and fashionable styling as well as technical limitations may force

designers to integrate building blocks in order to establish an optimal overall performance. An

instant throwaway camera, for instance, is more integrated than an SLR camera in order to

save unit costs and weight. Similarly, a traditional personal computer is more modular than a

small and lightweight handheld computer. However, integral architectures have a counter

effect: the high complexity involved. Due to the high dependence between the building

blocks, people can hardly concentrate on one building block at a time, but have to constantly

consider the overall product.

3



As a direct consequence of the trade-off between modular and integral designs, many

products are hybrid (Sosa et al. 2000). These are not fully modular or integral and lie

somewhere between the two extremes (Ulrich 1995).

Many engineering studies specify a variety of reasons as to why and how product building

blocks interact, and stress the implications of product architecture for the firm (Erixon 1998,

Blackenfelt 2000). This knowledge is highly detailed and useful, but generally very

technically oriented. Little attention has been paid to the detailed consequences of not fully

modular product architectures on organizational aspects.

Organization of design projects

Organization scientists focus on the fact that product development is generally not a job for a

single person but involves a great number of people. All these people do a part of the job, and

preferably something in which they are specialized. One does the mechanics, another the

electronics, and somebody else considers the production aspects. It is generally argued that

the better the work of these people is coordinated, the better the performance of the overall

project will be. The central question of how design projects should be organized in order to

facilitate coordination has attracted the attention of many scholars. A major issue in this field

is how the overall project can be effectively divided into smaller pieces of work.

Inspired by classic organizational theory (Thompson 1967, Galbraith 1973, Mintzberg

1979) it is generally advised that (large) design projects are decomposed into relatively

independent design teams that are able to work in parallel to a high degree. Members of such

design teams can work together effectively and have little need for involvement with other

teams. Many authors stress that the success of such a strategy depends critically on how well

the remaining interdependencies between the design teams are managed (Thompson 1967,

Galbraith 1973, McCord & Eppinger 1993, Eppinger et al. 1994). Coordination between the

design teams in order to obtain a correctly functioning overall project team is called system-

level coordination and will be paid specific attention here. 

Recently, scholars have argued that system-level coordination is often poorly understood

within design projects. It has been observed that project teams are often formed on the 

basis of intuition and prior experience, and designers pay little explicit attention to how 

to solve interactions between the teams (Eppinger et al. 1994, Smith & Eppinger 1997a, Smith

& Morrow 1999). This seriously hampers project performance and is recognized as an

important variable in achieving major improvements. In line with this, so-called Design

Structure Matrix (DSM) studies have been conducted that model system-level interactions

between design teams in great detail and propose options for improving the design 

project. Based on a clear representation of the interactions between the teams, two types of

recommendations are made:

· Improve the coordination of existing interactions between design teams.

· Reduce the interactions between the design teams such that less system-level coordination

is required and working in parallel is facilitated.

The outcomes of these studies can be used in practice as lessons learned and seem to be very

effective for a company in achieving improvement of future design projects. 

These studies and recommendations are very promising. Remarkably though, they pay very

little detailed attention to the underlying architecture of the product that has been designed

(Oosterman et al. 1999, 2000, Sosa et al. 2000).
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Linking product architecture and Organization: the gap

Having discussed both streams separately, the available research that links the two will now

be illustrated. Product architecture and the structure of a project team are strongly inter-

related. This becomes evident if we realize that most design tasks refer to the design of a piece

of the product (Galbraith 1973). However, remarkably little research has been conducted into

this relationship.

Management studies report that effective firms should match the structure of the organi-

zation to the structure of the product (Galbraith 1973, Henderson & Clark 1990, Gulati &

Eppinger 1996). The previous example of the airplane for instance, indicates that ‘intelligent’

firms should group the work around relatively independent product blocks. In addition,

Novak and Eppinger (Novak & Eppinger 1998) have shown that within the automobile

industry, highly successful companies clearly mirror the organizational structure in the

product structure. 

A number of studies also recognize that interactions between building blocks create a need

for system-level coordination between design teams. Scholars in product development stress

that modular products permit the parallel functioning of design teams, which is hardly

allowed for in integral product architectures (Wheelwright & Clark 1992, Ulrich 1995, Gulati &

Eppinger 1996, Sanchez 1999a). Moreover, a well-known study by Henderson and Clark

(Henderson & Clark 1990) showed the crucial importance of design teams having effective

communication channels for managing the technical interactions between the product

blocks. The effectiveness of these channels was the most important variable in explaining the

success (or lack of it) of innovative projects within the photolithography alignment

equipment industry. 

To sum up, the above studies all underscore the managerial importance of architecture and

its consequences for system-level coordination between design teams. The lessons are

obvious, but all are at a relatively high level of abstraction. For actual analysis and

improvement of design projects, these lessons lack sufficient levels of detail. For instance, it

would be very helpful to understand how a particular company should organize and

coordinate their design project for a given (non-modular) product architecture, or to under-

stand how they may have to change their product architecture in order to obtain organiza-

tional benefits. Yet, despite what seems an obvious assumption, this understanding is not

readily available in the literature (Pimmler & Eppinger 1994, Erixon 1998, Sosa et al. 2000).

There is useful detailed knowledge in engineering and organizational literature, but in

both cases it is one-sided. Engineering design methodologies describe product architecture

in great technical detail, yet do not explicitly link these to the consequences for coordination

during a design process. Alternatively, organizationally oriented studies clearly represent and

address the issue of system-level coordination, but do not reflect the underlying product

architecture.

Taken together, what is needed is a subtle linkage between engineering science and orga-

nizational research. The challenge of how to abstract, combine, and apply these two bodies of

knowledge still remains. 

1.2 Research questions and objectives
The aim of this research is to provide a theoretical and practical means of improving the design

processes of complex physical products. For these products, project teams are usually split up
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into a number of smaller design teams that each do a part of the job. We shall focus on gaining

an understanding of the system-level coordination between the design teams during the

design process. This study’s contribution will be to add the aspect of product architecture to

the issue of system-level coordination.

The available research in this area shows that system-level coordination is often poorly

understood within design projects, but is an important variable in increasing speed and

quality. From the literature we know that architecture and organization are highly related and

furthermore that a clear match between product architecture and system-level coordination is

of crucial importance for good project performance. However, these studies lack sufficient

detail to be of use in understanding and improving actual design processes. 

There are thus two important issues to address. The first is the question of how product archi-

tecture can explain system-level coordination during a design process at the level of subtle

detail. The second is supporting the project team or management in generating options that

improve system-level coordination between the design teams. The aim of this thesis is to

improve the design process by means of a thorough understanding of the underlying archi-

tecture and its implications for the organization. The main assumption is that system-level

coordination activities can be better adapted towards the architecture of a product, and that

product architecture can be altered to ease system-level coordination. 

As with the previously discussed DSM models, the assumption is that answers to the above

issues can be obtained by a detailed and useful representation of product architecture. The

following research question has thus been formulated.

How can the particular architecture of a product be represented such that it offers a clear

understanding of the required characteristics for system-level coordination during the

design process, and such that it provides a vehicle for generating options to improve the

performance of future design projects. 

This research question will be addressed in greater detail in Chapter 4. To obtain an answer to

this question, we need to explore the fields of engineering design, organization, and combine

the two bodies of knowledge in creating a new approach. The approach then has to be

illustrated and explored within an actual design process. 

The following research objectives have thus been formulated:

µ To define the concept of product architecture and underlying decisions, and explore how

the architecture of a particular product can be clearly represented.

µ To examine how management science represents system-level coordination within design

processes, and which classic organizational principles are available to improve system-

level coordination.

µ To express what is needed to link the architectural and organizational perspectives.

µ To develop an approach that is theoretically adequate for analyzing and improving system-

level coordination from the point of view of the underlying product architecture.

µ To apply the approach in practice in order to explore how architecture can explain real-life

system-level coordination, how architecture is to be used to generate options for

improving future design processes, and to explore how these options actually result in

better performance (or how this may be measured in the future).
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1.3 Research method
The above question and objectives indicate that our research has an explorative character.

This is not surprising given the limited research available about this topic at the present

moment. This will thus have two foci: the construction of a theory and testing it in practice.

The thesis starts with a thorough exploration and analysis of the available literature. A case

study of a design project for an electric shaver will then illustrate and explore the theoretical

findings.

The strategy of doing case studies is particularly suitable for studying specific phenomena

in their real-life context and makes it possible to understand complex matter in a detailed

way. Depending on the purpose of the research, a single or multiple case study design is

possible. A single case study approach has been adopted for this research for the following two

reasons. The most important is that, according to Yin (Yin 1994), a single case study is able to

confirm, challenge or extend theory on condition that the theory has specified a clear set of

propositions as well as circumstances in which the propositions are believed to be true. This is

exactly what this thesis aims to do.

Second, there is a more practical reason for choosing one case. It is actually very time-

consuming to develop sufficient theoretical understanding, to find an appropriate case and to

gain access to it, and to perform the case study with a sufficiently high level of detail. Given

the long but finite timeframe available for a dissertation project, a single detailed case study

was the only viable option for this thesis’s purpose.

Conducting case study research involves considerable preparation and a careful approach.

In particular, a clear research design is needed that links the data to be collected to the initial

research question.

Critics of case study research believe that single case studies can offer no grounds for

achieving reliability or generality in respect of the findings. Others feel that case studies bias

findings or are only useful as an explorative tool. However, other scholars have stressed the

enormous potential of case studies and introduced procedures that offer the opportunity to

establish ‘good’ research (Eisenhardt 1989, Yin 1994) In general terms, if the case design is

sound, and the researcher is explicit about the phenomenon and context of the study, the

results of case study research cannot be dismissed out of hand. 

Perhaps most important is the role of theory. Many researchers emphasize that the

importance of theory cannot be overstated. Proper use of theory will provide a better focus for

data collection and give weight to the data. Moreover, if the investigation has a strong

theoretical foundation, there is more latitude for the validity of the results across the context

in which the theory has been tested.

In addition to a sound theoretical basis, a good case study protocol is essential. Yin (1994)

stresses the importance of the case under study matching the conditions of the theory and he

proposed a number of rules and data-collection tactics to increase the quality of the research.

In line with this, he defined the following criteria for judging the quality of research designs:

· Construct validity: establishing good operational measures for the concepts being studied.

· Internal validity: establish causal relationship.

· External validity: establish the domain to which a study’s findings can be generalized.

· Reliability: demonstrate that the operations under examination – such as data collection –

can be repeated with the same results.
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In this research, considerable emphasis has been placed on the theoretical foundation, Yin’s

principles being applied where possible, and the quality judged on the basis of the above

criteria. This will be thoroughly discussed and implemented in Chapter 6. A short overview of

the case and the basic steps undertaken will now follow.

The case study was conducted within a well-established company that designs and

produces electric shavers. As a consequence of current technological and market trends, its

design teams are under pressure to develop better and more complex products, and to develop

them faster. The object of our study was an almost finished design project involving a 

highly innovative waterproof shaver. The project team was large and comprised a number 

of smaller design teams that each designed one building block of the shaver. The shaver 

was known to be complex and non-modular. Very broadly speaking, the following steps 

were performed:

· Documentation of the architecture of the shaver.

· Investigation of system-level coordination efforts (retrospectively).

· Linking of the architecture with system-level coordination activities and generation of

options for improvement.

· Exploration of implementation of the options for improvement, focusing on how the effects

on increased performance can be measured (in the long term).

Chapter 6 will also describe these steps in much greater detail, and it will be argued that the

overall research setting has been designed to ensure that the results are of a good quality.

What needs to be noted here is that the results of the single case study can only be

generalized to a limited extent. In fact, to generalize the findings and abstract from the

specific conditions of the shaver case a multiple case study design is required. However, what

can be done is apply the theories used in a broad way. The logic of the theories permits gen-

eralization of the findings taken from one case to other situations (analytical generalization

Yin 1994). However, it should be noted that the findings can only be validated by further

(multi-case) research.

1.4 Outline of the thesis
This thesis is organized around the objectives introduced in this chapter. Broadly speaking,

each chapter takes one objective into account. The main structure is depicted in Figure 1.1.

Chapter 2 reviews and analyzes current literature within engineering science. Product

architecture is defined and its underlying technical constructs discussed in detail.

Furthermore, attention is paid to how to clearly describe the architecture of a product. This

chapter will be often referred to in the following chapters.

Chapter 3 investigates available knowledge within organization/management science.

First, discuss classic organization theory will be discussed, including useful lessons 

for effective organization and coordination mechanisms. Second, literature describing the

coordination problem within design projects will be discussed and options for solving this

problem generated.

Chapter 4 describes research that links product architecture and organization. This will be

extensively discussed and, based on the previous chapters, what is needed to further explore

this relationship will be formulated. The research questions will then be examined again, this

time in detail.

8



Chapter 5 proposes a way to represent and interpret a product architecture that enables the

analysis of system-level coordination during a design process. The details provided by Chapter

2 and Chapter 3 will generate the material in this chapter.

Chapter 6 describes the case study. How it has been set up will be described in great detail.

The case study results will then be presented, and the results discussed.

Chapter 7 concludes the research. Conclusions are formulated and directions for further

research are suggested.

µ Figure 1.1 Outline of this thesis
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2 Product Architecture: Key Concepts 
and Implications

This chapter examines the first body of knowledge that is needed to explore the relationship

between product architecture and organization. We will focus extensively on engineering

design knowledge in order to gain understanding about product architecture and to explore

how architecture can be clearly represented. In particular, there will be a focus on the precise

definition and characteristics of the decisions that determine the architecture of a product. By

elaborating these in great detail, a firm foundation will be laid for the later chapters of the

thesis, where they will be placed in an organizational context.

To that end, several engineering design methodologies that have been proposed in the

literature to guide engineers during the design process will be examined. These models

contain extensive technical knowledge on how to construct a physical product and more or

less explicitly contain very useful information about product architecture. However, a glance

through the existing literature will be sufficient to show that there is no universally applicable

engineering design approach. Instead, a great variety of distinct models with different

terminology exists, making simple accumulation of knowledge a hard task. In this chapter a

selection of engineering design methodologies will be made and the essential elements

carefully described in order to enable valid interpretation of the constructs. Several method-

ologies will be discussed and compared in order to be able to choose a useful set of definitions.

The following steps will be performed:

· An outline of problem solving will be presented in order to understand the general

principles of engineering design methodologies.

· The key concepts of two distinct well-known design methodologies – VDI Design, and

Axiomatic Design – will be provided, discussed and compared.

· Ulrich’s (1995) widely accepted definitions of product architecture will be described, and

based the previous discussion of the engineering methodologies the definitions for this

study will be chosen. Furthermore, how a particular architecture can be represented will be

explored and discussed. 

· The impact of product architecture on the manufacturing firm will be summarized in order

to indicate what architectural decisions are broadly contingent upon.

· The various steps will be summed up.

2.1 Problem solving in general
Researchers in product development (and in particular in engineering science) conceptual-

ize the design of a new product as a process in which the organization creates and defines

problems and then tries to solve them (Alexander 1964, Simon 1981 Steward 1981, Nonaka

1994, Pahl & Beitz 1996, Thomke 1997, Smith & Eppinger 1997a)2. Despite each problem-
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solving process being unique, it is commonly believed that all problem-solving processes

share common characteristics. This section describes some basic principles of problem

solving. This will be helpful for an understanding of the more specific engineering design

methodologies, and will also be useful for the organizational theories in Chapter 3. Presently

the following issues will be considered:

· Introduction to problem solving.

· Hierarchies in problem solving.

· Link with product development.

2.1.1 Problem-solving basics
Problem solvers are concerned with how things ought to be (Simon 1981). They try to realize

desired situations. Take, for instance, the case of somebody being in Drachten but aiming to

be in the city of Groningen. He or she takes action and catches a bus that brings him or her to

the destination station. In problem-solving terminology, catching the bus is a description of

a process that takes you from one state (being in Drachten) to another state (being in

Groningen). Accordingly, a description of a future desired state will related to how the

problem is presented (Simon 1981). In general the problem-solving task is to discover a

sequence of processes that will realize the goal starting from the initial state. In order to find

a solution, people generate alternative actions and test these against a whole range of

criteria. For instance, when you have decided that you want to be in Groningen, there are

many alternatives for taking you there. What happens in practice is that one generates alter-

natives (e.g. going by plane, car, train, bus, bike or on foot.) and these are subsequently

tested against a whole range of criteria (e.g. total costs, traveling time, schedule, or avail-

ability). Finally, an appropriate alternative is selected and you implement your decision. The

process of generating alternative solutions and subjecting them to a general test is referred to

as generate-test cycles (Simon). The literature dealing with engineering design shows many

small variations on this theme (Pahl & Beitz 1996, Blessing 1996) but broadly speaking they

all agree upon the cyclic character of finding a solution. The concept of cycles will return later

in this thesis (section 2.2, and Chapter 5).

According to Simon, problem solving is a matter of trial and error. People build up associa-

tions between particular states and specify actions that have to realize these changes. In

general, the path towards finding a solution is not chosen blindly, but largely shaped by

experience or rules to do with which actions should be tried first. As Simon points out:

All that we have learned is that human problem solving involves nothing more than

varying mixtures of trial and error and selectivity.

In line with this, many researchers have examined the general rules of effective problem

solving. These aim to propose methods that are helpful for finding a solution for a particular

problem in an efficient manner. There is obviously a wide range and variety of approaches,

though a concept that frequently appears in the context of effective problem solving is that of

hierarchy (or decomposition). This will be discussed below.
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2.1.2 Hierarchies
This section describes two hierarchical concepts that are suitable for complex problems. Each

concept emphasizes different aspects and is often concurrently applied. The two are useful for

the understanding of product development and in particular for product architecture. The

following will be described: 

· The vertically arranged layers involved in decision-making.

· The horizontally arranged sub-systems of Simon’s hierarchical concept.

Layers

Mesarovic (Mesarovic et al. 1970) states that in real problem-solving situations, people

generally do not know the exact consequences of alternative actions. However, postponement

of the decision as to what action to implement simply implies that no action is preferable. 

He illustrates the resulting fundamental problem-solving dilemma below:

On the one hand, there is a need to act without delay, while on the other, there is an

equally great need to understand the situation better.

This dilemma can be solved if the solution to the original complex problem is substituted by

the solutions for hierarchically arranged simpler sub-problems. That is to say, one defines a

sequence of sub-problems for which the solution of a particular sub-problem completes the

specification of the subsequent sub-problem that in turn can be attempted. The original goal

is achieved when all sub-problems are solved. For instance, in order to reach Groningen you

may first make the decision to you go by bus, and then decide where and when you will start

the journey (depending on the available buses). These decisions together determine how you

will get to Groningen: the solution of the initial problem.

Mesarovic refers to such a hierarchy of decisions as a hierarchy of decision layers. Figure

2.1 shows a decision problem that is partitioned into k layers of sub-problems, where the

output decision problem k is needed to specify decision problem k-1. Feedback between the

decision units is plotted as dashed lines.

µ Figure 2.1 Hierarchical layers according to Mesarovic
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Decisions at different layers generally have relatively different characteristics. Compared to a

lower layer, a higher layer of decision making:

· is concerned with a larger portion or broader aspects of the overall problem.

· has a longer decision period.

· is concerned with slower aspects.

· is less structured, has more uncertainties, and is more difficult to formalize quantitatively.

It may be relevant to mention that the term sequence of sub-problems must not be confused

with a necessarily sequential, top-down way of problem solving. A problem may be attempted

by moving up but also by moving down the layers. Moving down the hierarchy is required since

a downstream sub-problem cannot be exactly formulated without a solution being found for

the upstream problems. On the other hand, moving from lower to higher layers is necessary

since the solution of all sub-problems implies a solution being found for the overall problem.

The success of a higher layer depends on the performance of the lower layers. If no solution is

reached for a specific sub-problem this has to be fed back to a preceding layer or passed

forward to a lower layer where it can be fed back to higher layers if necessary. While it is

difficult to make firm statements about the decision-making sequence, this still illustrates the

need for a multi-layer structure when dealing with complex problems.

Simon’s hierarchy 

In addition to a hierarchy of layers that focuses on the vertical arrangement of problems, a

problem may also be decomposed in a horizontal fashion. Let us return to the traveler.

Suppose he has made up his mind and now decides he wants to visit Orchard Road in

Singapore. This is a somewhat more difficult problem since there is an enormous range of

possible actions that will take him to Singapore. To simplify the problem, he decomposes it

into two smaller sub-problems: Groningen-Amsterdam and Amsterdam-Singapore. Each sub-

problem can then be solved in relative independence of the other. However, the two sub-

problems have to jointly generate a solution for the original problem and therefore have to

have a degree of interaction. In the example, the arrival time in the first solution must be

established before the departure time in the second sub-problem can be arranged.

Furthermore, it is possible that both sub-solutions may together not exceed a certain budget

or total travelling time. The decomposition decision is not unique. There may be many alter-

natives, and these may also lead to alternative processes and alternative solutions. An

important feature, however, is the relative independence between the sub-systems. This

brings us to the hierarchical concept postulated by Simon (1981).

A system (i.e. a problem) can be viewed as a unit as opposed to its environment. In real life

a system is ‘open’ and has a relation with its environment, specified as system inputs and

system outputs. A system can be described as a so-called black box. If that is the case, only its

input and output are specified without considering its inner environment. In order to increase

understanding of the details, a black box can be split up into smaller black boxes, each with

inputs and outputs. In turn, these boxes can be decomposed again until the lowest hierarchi-

cal level is reached. This is depicted in Figure 2.2. As a result, a hierarchy is created consisting

of an arrangement of interacting sub systems. It should be noted that Simon’s hierarchy not

only states that a sub-system is part of a larger system (a volleyball player is part of a team, and

the team is part of a whole club), but especially considers the interactions between the sub-

systems (i.e. how the players interact).
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According to Simon, a system is complex when it is made up of a large number of elements 

that have many interactions. Simon argues further that most systems are to a large extent

decomposable. This means that a system can be decomposed into relatively independent sub-

systems. Nearly decomposable systems can be split up into sub-systems such that the interac-

tions within the sub-systems are much stronger than the interactions between the sub-

systems. Hence an effective approach for dealing with complex problems is to decompose

them into smaller subsystems that are each easier to handle, and are relatively independent.

These principles also apply to product development (Von Hippel 1990, Eppinger et al.

1994). Once a problem is decomposed, the interactions between the sub-problems should be

well understood and managed. Furthermore, the amount of interaction influences the speed

at which the overall problem can be solved. In fact, the number of interactions between the

sub-systems determines to what extent the sub-problems can be solved concurrently and

therefore strongly impacts on the speed of solving the original problem.

µ Figure 2.2 Simon’s hierarchical concept 

2.1.3 Link with product development
The above description of decomposition strategies is very summary but sufficient to provide a

panoramic view of the most important concepts informing this thesis. General problem solving

literature will therefore not be analyzed further, and instead a closer look will be taken at

engineering design methodologies where the basics again occur but now in a more specific

form.

· Before doing so, an indication will be given of where the main lines occur later.

· Engineering methodologies distinguish the functions of a product from physical solutions

that have to achieve the functions. This is similar to the distinction between a desired state

or goal and the process that takes you to the desired state.

· In order to find a solution relating to a product’s function, engineering design methodolo-

gies prescribe conducting generate-test cycles.

· Engineering methodologies prescribe a whole sequence of stages and steps that need to be

taken to design a product. This is fully in line with the layer structure of Mesarovic.

· Within engineering models, problems are constantly being decomposed in smaller

interacting sub-problems. Simon’s hierarchy applies in particular to product architecture,

which deals with how a product can be decomposed into physical building blocks

(physically distinct units or chunks of a product) and how these blocks interact.

These aspects will be explained in the following sections.
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2.2 Design methods
This section will explore a large set of different engineering design methodologies. The overall

model area will first be described and the prescriptive design literature then examined. The

design methodology of Pahl and Beitz (Pahl & Beitz 1996) will be looked at, as well as the

Axiomatic design approach taken by Suh (1990). Finally, the two approaches will be compared

and discussed, especially in relation to the definitions and interpretation of the technical

constructs that are used.

2.2.1 Introduction to engineering design models

A large number of models and methodologies have been developed within the field of

engineering science. These ultimately aim to direct decisions and activities during the design

process in order to improve performance. To some extent they all include the basic character-

istics of problem solving described in the previous section. Not surprisingly though,

engineering science offers a great variety of different solutions (Malmqvist 1995, Malmqvist

et al. 1996). In general these are divided into two broad categories: describing and

prescribing methods (Blessing 1996, Erens 1996, Stake 1999).

Describing models addresses how design processes actually take place. This category can

be further divided into cognitive and other studies at an individual level and studies at a

group level. The latter may consist of models that illustrate the problem-solving structure of

design teams (see the Design Structure Matrix models in Chapter 3.2) or include more general

comparative case studies of problem-solving strategies and related performance.

Prescribing methods consist of a collection of formulas that prescribe a rational and

structured way of working that purport to lead to an effective and efficient design process.

These methods are generally based on the personal experiences of the authors. This category

consists of two streams. In the first place, prescriptive methodologies that prescribe a

particular process (course of action) that is necessary to bring a product to its final shape.

Secondly, artifact models that focus on the outcomes of the process. These describe the

evolving states of the product. Quality Function Deployment (QFD) and Axiomatic design are

well-known methods within this context. QFD describes a product from the client, design,

component, and manufacturing perspectives, and links these points of view (Hauser &

Clausing 1988). Axiomatic design addresses particular states of the product by means of

modeling and analyzing the evolving decompositions of the original problem (Suh 1990).

Figure 2.3 shows the division of models described above inspired by existing categorizations

(Blessing 1996, Erens 1996, Stake 1999). The classification must not be seen as exclusive, but

rather as highlighting some relative differences. Putting prescriptive literature and

descriptive literature into opposing camps would be too rigid an approach. There are some

good reasons why these have at least some overlap. In fact, the prescriptive models originate

from the personal experience of designers in the field and thus are implicitly based on

practice. Furthermore, it is reasonable to expect that the teaching of prescribing models to

engineers will have affected their way of working. Moreover, scientifically speaking, one

would expect that both categories to have become highly interwoven over the years. Scholars

should explicitly test and adjust prescribing models based on descriptive models and the

other way around. However, the latter argument can only have limited validity since prescrip-

tive models have rarely taken descriptive models into account (Blessing 1996).
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µ Figure 2.3 An overview of engineering design models

In any case, it is reasonable to assume that the basic elements of prescriptive literature are

valid and can be applied in practical situations. This is important for the purposes of this

thesis since the prescriptive models will be pursued here with the aim of the insights being

applicable in practice.

The rationale for focusing on prescriptive models here is that these include a precise

definition of technical constructs (functions and technical solutions) that are needed to

define product architecture in the next section. However, there is more at stake than

definition alone. The aim is also to explore the ways that technical constructs such as

functions and technical solutions affect the course of the design process of a product

according to the prescriptive models. This insight is helpful in enabling a proper interpreta-

tion of the characteristics of a product architecture and placing them in an organizational

context later in this thesis.

As indicated previously, there is no universally valid design methodology and accordingly

no clear uniform definition of the technical terminology. Both prescriptive methodologies

and axiomatic design contain very useful insights for defining and interpreting product archi-

tecture. 

Below the two will be described separately such that their underlying paradigms are made

quite clear. The two models will then be compared and described and the foundation laid for

the research terminology. The prescriptive methodologies will be described first, followed by

axiomatic design.

2.2.2 Prescriptive design models

Prescriptive design methodologies are usually very detailed handbooks describing many

stages, activities, and examples, and containing a large amount of technical knowledge. In

general, prescriptive design methods divide design processes into stages. Each stage includes

the process that takes place between two states of a product. Performing the processes

belonging to all stages brings one from the initial state (idea) to the final state (full specifica-

tion). Furthermore, prescriptive methodologies actively guide human problem-solving
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activities such as identifying the problem, generating solution alternatives, selection of the

best one, and implementation.

Again, there is a great variety of methodologies (Tate & Nordlund 1995, Andreasen et al.

1996, Erens 1996), each with different steps, definitions, foci and different optimal paths for

problem solving. Basically, however, the prescriptive methodologies have many common

features. Based on an extensive literature study, Blessing (Blessing 1996) concluded that all

methodologies roughly fit within a division of three stages: a problem definition stage, a

conceptual design stage, and a detail design stage. Each of these stages addresses the process

by which a particular state of the evolving product is reached as shown in Figure 2.4.

µ Figure 2.4 Three stages common to prescriptive models (adapted from Blessing )

All methodologies draw a distinction between the function of a product (what it has to do) and

the physical solution (how it is achieved). They usually translate customer requirements into

functions, and try to find technical solutions that fulfill these functions such that in the end

a fully specified product results.

In order to further elaborate these issues, the VDI design will be focused on, since this is

generally representative of a large body of engineering models. VDI was described by Pahl and

Beitz (Pahl & Beitz 1996), and is well known in many engineering areas. In fact, VDI is

commonly known as ‘Pahl and Beitz’.

VDI Design

The Society of German Engineers (VDI) devised a methodology (VDI 2221) described in great

detail in “Engineering Design: a systematic approach” by Pahl and Beitz. The authors describe

four stages including a number of steps guiding the design of a product from scratch to full

specification, as illustrated in Figure 2.5. The stages are planning and clarification of the task,

conceptual design, embodiment design, and detail design. These will each be described under

the headings below. There will be a particular focus on the conceptual design phase where the

concepts of functions and working principles are defined in detail.
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µ Figure 2.5 Steps in a design process according to Pahl and Beitz
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Planning and clarification of the task

This stage starts with an incentive: bringing a new product to the market that has to be

attractive in terms of market conditions and company strategy, and concludes with a list of

requirements that need to be fulfilled by the new product. To that end the company will

conduct an extensive analysis of the marketplace and situation of the firm and subsequently

set a process in motion where product ideas are generated and selected. The most promising

idea is then refined by formulating a product proposal that clarifies the product’s task. Finally,

the company creates a list of product requirements that in turn is used to set the next stage of

the design in motion.

Conceptual design

The conceptual design stage produces the principle solution required to establish the 

product requirements. The stage begins with an analysis of the main problem that needs to 

be solved to satisfy the list of requirements created in the previous stage. The following 

steps are then taken:

· Construction of the function structure.

· Searching for and selecting working principles.

· Combining the principles into a working structure.

These steps determine the main product structure and will be paid special attention. 

A designer first needs to formulate an overall product function. A function describes the rela-

tionship between inputs and outputs within a system. These inputs and outputs can be

categorized into three types: flows of energy, flows of material, and flows of signals

(information). A function thus expresses a transformation of energy, material, or information.

Functions are preferably described as a verb-noun pair without a preconceived idea of the

solution. For instance, ‘decrease temperature’ may be a function of a refrigerator. This

description does not include any indication of how a solution to lowering the temperature 

can be found.

When the overall function is clearly specified, the design evolves to the stage of

decomposing the overall function into smaller functions. These functions are again transfor-

mations of energy, material, and information, but at a lower level of complexity. The resulting

set of functions can be arranged in a function structure, such as is shown in Figure 2.6. The

structure indicates that all functions are part of the overall function and can be connected to

each other. The output of the one function becomes the input of the other function. All of the

connected flows together constitute the input and output of the overall function.

In addition, Pahl and Beitz classify functions as being main or auxiliary (as can be seen in

the function structure depicted in Figure 2.6). They state that the main functions contribute

to the overall function directly, whereas auxiliary functions have a more supportive character

and contribute to it indirectly. For example ‘decrease temperature’ is probably a main

function of a refrigerator, but may be considered as auxiliary for a personal computer. Hence

a computer is not designed to decrease temperature, but its temperature must be lowered to

prevent the processor from overheating. The distinction between the main and auxiliary

functions affects the prescribed sequence of problem solving. It is advisable to start with the

design of the flows of the main functions and afterwards address the auxiliary flows.
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Second, once the functions have been specified, the search for appropriate solutions can

start. The final solution for the overall function is obviously not directly available and has to

be created step by step, piece by piece. Hence, the role of the function structure is to guide

the search for solutions. It enables problem decomposition and facilitates the recognition of

parts for which the solutions are known or available. The level at which the decomposition has

to take place depends on the level at which the search for solutions for each sub function

seems most promising. When existing physical solutions can be assigned directly, the decom-

position may end at a relatively high level. For totally new design, the decomposition has to

be performed until levels of much lower complexity are reached. 

µ Figure 2. 6 Function structure according to Pahl and Beitz

Third, once the functions are clearly specified, the search for solutions can be dealt with con-

currently. A working principle has to be chosen for each function. A working principle

expresses basic physical characteristics (geometry or material) to realize a physical effect that

is needed to perform a given function. For instance, a working principle may be depicted as a

rough sketch of a leverage that is based on the leverage law (physical effect) realizing the

function ‘amplify force’. Mapping each function in order to develop a working principle may

be guided by a morphological scheme. For each function, collection of several alternative

working principles is considered, from which the most appropriate one is selected.

Once a working principle has been chosen for each function, the challenge is to combine

these working principles such that they together fulfill the overall function of the product.

The combination of working principles is primarily based on the input-output relationship

established clearly in the function structure. That is to say, each working principle has to

realize its corresponding functional inputs and outputs. However, this is generally not

sufficient. The compatibility of working principles is often strongly affected by physical and

geometrical considerations. Alternative combinations of working principles have different

effects on technical and economic criteria. Making a selection of physically feasible, and

technically and economically favorable combinations is generally a hard task for designers.

Taken together, the choice and combination of working principles results in a specification of

an overall solution principle that is the starting point for the next stage.

21

function

Overall function

function function

Auxiliary function

Sub function

Energy

Material

Information



Embodiment design

Designers will now proceed with the determination of the overall layout (construction

structure) in line with technical and economical criteria. The physical parts are roughly

arranged and the forms (shape and material) of the components determined. Designers have

to check for function, strength, spatial compatibility, and financial viability. In addition,

factors such as safety, ergonomics, production, assembly, operation, logistics, maintenance,

recycling, and costs are considered. In dealing with all these aspects, designers will discover

a great number of interrelationships, making iteration unavoidable. Pahl and Beitz aim to aid

designers at this stage by providing a great number of checklists and guidelines. It is striking

that they spend 74% of the pages in their book on describing embodiment design. 

Detail design

During this phase, the arrangements, forms, dimensions, and surface properties are laid down

in their final form. The materials are specified, production possibilities assessed, costs

calculated, and all drawings and other documents are produced. Detail design has a major

impact on production costs and quality, and therefore on market success.

The four stages outlined by Pahl and Beitz have now been described in sequential order. These

stages may be regarded like the four runners in a relay race. Once the first stage is finished,

the baton is passed to the next stage that in turn provides the trigger for the subsequent

stage, and so on. It should be noted, however, that the metaphor of a relay race is only valid

to a limited extent. In fact, Pahl and Beitz stress the iterative nature of problem solving. 

In the first place, each stage includes steps where alternative actions are generated,

tested, and selected. These cycles are each described within the specific context of the stage

in which they should occur. 

In the second place, cycles between the stages are also part of the potential of the problem-

solving path such as is shown by the dashed lines in the illustration of the stages. Pahl and

Beitz recognize and accept that these cycles may occur, but do not explore the cycles between

the stages any further.

In the next section, the principles of axiomatic design will be described. Subsequently, VDI

design and the axiomatic approach will be discussed and compared.

2.2.3 Axiomatic design

Suh 1990, Albano & Suh 1992, and Albano et al. 1993 provide a general framework for

structuring a design process called axiomatic design (AD). The key aspect is that designers are

able to understand what the objectives of a product are, and the means by which these

objectives are achieved. This framework is based on a fundamental set of design principles

that (according to Suh) determine good practice. The axiomatic design group at MIT strongly

advocates these principles and has devised many applications. Outside this group, axiomatic

design is well known, but applied far less frequently. The abstract theoretical concepts require

a lot of training and practice, and the strict rules probably constitute a stumbling block for

many researchers. Nevertheless, many engineers refer to the basic principles and make use of

various other aspects. The key elements are:
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· Domains: The design process is modeled as the processing of information between the

functional and the physical domain.

· Hierarchy: The design process progresses from a system level to more detailed levels.

Decisions about the artifact are structured within a hierarchy in both domains.

· Zigzagging: The decomposition of the problem follows a top-down approach between the

hierarchies of the two domains.

· Design axioms: These provide a basis for evaluating the design structure in order to realize

good design quality and a smooth working sequence.

In general, axiomatic design develops products by continuously describing the functions and

solutions within a set of constraints (Tate 1999). When the design process is initiated, the

functions and solutions are described in a very abstract and simple manner. As the process

evolves the product is illustrated in increasing levels of detail and by the time the product is

finished every physical detail is known exactly. 

The unique feature of axiomatic design is that it provides a framework that shows in detail

the interplay between the functions and solutions at every moment of the design process.

More precisely, axiomatic design works with a system of functional requirements, physical

design parameters and constraints. These will be defined below.

Functional requirements (FRs) are described as elements in the functional domain and

represent design goals. Such requirements state what one wants to achieve and should be

stated as a verb-noun pair without noting a particular solution. FRs can be decomposed at

several hierarchical levels (see Figure 2.6), but at each specific level FRs are by definition

independent of each other.

Physical design parameters (DPs) are elements of the physical domain and have the

purpose of satisfying a particular FR. DPs describe how the FRs are achieved. That is to say, for

each FR a DP needs to be selected in order to achieve the FR. The DPs can also be taken down

to lower levels of abstraction. It is striking that the exact meaning of a physical DP depends on

the hierarchical level in which it is considered. At the lowest hierarchical level, DPs become

physical parts or very precise specifications of geometry, material, or tolerances

(Hintersteiner & Friedman 1999). At higher levels, though, DPs are not necessarily physical

and may represent general solution principles or concepts. The term ‘physical’ before the DP

does not therefore imply that every DP is a piece or subassembly of a physical product (Albano

& Suh 1992). A hierarchy within the physical domain is not by definition a hierarchy of a

physical product describing the whole product, its building blocks, its subassemblies, its

parts, etc. The term ‘solution domain’ would probably have been a much clearer indication

that only the lowest level of the DPs refers to physical things that can be located somewhere

on a physical product. 

The constraints are specifications that the design solution must possess in order to be

acceptable in the eyes of the customer and the designing or producing firm. In general,

constraints depend on many decisions. Constraints impact on (multiple) FRs and limit the

range of feasible DPs (Hintersteiner 1999). Recent work on AD (Tate 1999) has identified

many different types of constraints. For the purpose of this thesis, however, the so-called

global constraints that affect many design parameters and cannot be allocated to a particular

function or solution (Albano et al. 1993) are the main ones under consideration. Examples of 
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global constraints include restrictions in weight, size, or costs. The weight of the overall

product for instance, is clearly a result of all components together and cannot be allocated to

only one feature.

Having described the above constructs, the prescribed decomposition within axiomatic

design will now be examined. Figure 2.7 shows that if FRs and DPs are decomposed, the

graphic effect is a zigzag pattern. At the highest level of abstraction there is just one FR that

needs to be satisfied by just one DP. The selection of an appropriate DP has the characteristics

of a generate-test cycle (Albano & Suh 1992, Tate & Nordlund 1995, Tate 1999). Multiple DPs

are generated and tested until a satisfactory one has been selected. Only if the FR has a corre-

sponding DP can it can be decomposed into a set of sub-FRs. At this hierarchical level a sub-

DP needs to be selected for each FR in a similar fashion to that just described. Again, once all

sub-FRs are linked with a sub-DP, each sub-FR can be decomposed and the whole procedure

repeats itself until the lowest level is reached (see e.g. Tate 1999).

µ Figure 2.7 Decomposition as zigzagging between the functional and physical domains

Axiomatic design pays considerable attention to the interplay between the FRs and the DPs.

The so-called Axiomatic design matrix (A) indicates how the DPs together address the FRs at

each level of the hierarchy. This is shown by the following equation: {FR}=[A]{DP} and

illustrated by the three diagrams below. The structure of the axiomatic design matrix

determines the sequence in which the product is designed. The matrix distinguishes between

three different forms. It can be uncoupled (Figure 2.8), de-coupled (Figure 2.9) or coupled

(Figure 2.10).

µ Figure 2.8 An uncoupled axiomatic design matrix

A design is uncoupled when only the diagonal elements (i=j) of the matrix have an ‘X’ and all

others (I <>J) have an ‘O’. In that case each DP only impacts on its own FR and the DPs can be

altered completely concurrently until each one is able to establish its FR. It should be noted 
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that within the matrix all diagonal elements have by definition an ‘X’, since for each FR a cor-

responding DP has been chosen.

In practice, however, it is very likely that there are DPs that affect more than one FR. As a

result the axiomatic design matrix also has non-diagonal elements filled with ‘X’s. A design is

de-coupled when the matrix can be written in a lower triangular form, as can be seen in Figure

2.9. This implies that there is at least one DP that impacts on multiple DPs, and fully

independent adjustment of DPs is not a realistic option anymore. Instead, the DPs need to be

altered in a sequential fashion in order to achieve the FRs exactly. For the example shown in

Figure 2.9, this means that first FR21 needs to be satisfied by DP21. Next, FR22 will be

achieved by DP22 in collaboration with the already specified DP21. For FR23 it is the same

story, but DP23 has to complete the effects of DP21 and DP22. Note that any other working

sequence will result in unnecessary iterations.

µ Figure 2.9 A de-coupled axiomatic design matrix

Finally, a design is coupled when there are also relationships in the upper diagonal part of the

matrix. In the example given in Figure 2.10, it can be observed that both FR21 and FR22 are

uniquely fulfilled by DP21 and DP22. When the process starts by finding a solution for FR21,

this solution needs to be altered in the case of FR2. When the designers start defining the right

setting for DP21 and DP22 in order to achieve FR22, this in turn affects the performance of

FR21. Quite clearly the resulting design process is highly iterative, and there is generally a

long way to go before a setting for the DPs is found that is satisfactory for both F21 and F22.

In Suh’s opinion, a coupled design is an example of ‘bad design’ and should be avoided.

µ Figure 2.10 A coupled axiomatic design matrix

To sum up, the basics of axiomatic design have now been outlined. These will be helpful for

the definition of product architecture but can also be used to analyze the product architecture

in the later chapters of this thesis.

In the next section, the definitions of Pahl and Beitz, and axiomatic design will be

discussed and compared in order to create a sound basis for defining and interpreting product

architecture.
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2.2.4 Discussion

This section compares the two engineering approaches described above. This is done for two

main reasons.

The first reason is general scientific interest. It is very tempting to describe and compare

two well-known methodologies that on the one hand have a similar goal of guiding the design

process, but on the other hardly have any other aspects in common. Both have interesting and

useful features and perhaps a thorough discussion of both paradigms will have future

relevance. It is to be hoped that a detailed and precise discussion of their underlying rationale

will prevent an indiscriminate combination of principles without any understanding of the

exact differences between the two concepts.

The second reason refers much more directly to the central role of product architecture in

this thesis. The definition of product architecture will be presented in the next section and

will be based on a definition of functions and physical elements. In order to understand these

definitions unambiguously and make further interpretation possible, the precise

background(s) of these constructs needs to be described. The definitions of the two methods

will thus be considered synonymously, and comments about their differences made. After the

main constructs of product architecture have been presented in the next section, the

discussion here will be revived and a choice made about the definitions that will be used

during the remainder of this research. Having good definitions and, moreover, knowing what

prescriptive approach can be referred to in order to analyze the product architecture, will

provide a sound basis for the research.

At a general level, VDI provides an illustrative overview of all steps that need to be taken

during a design process. These steps are easy to understand and suggest effective ways of

working towards a final solution. However, VDI does not really focus on how decisions need to

be made and what the potential consequences of particular decisions are. That is to say, while

the whole approach is largely based upon the principles of decomposition, it does not indicate

what ‘good’ or ‘bad’ decompositions are in a specific situation.

On the other hand, AD provides a clear focus on the underlying decomposition of a product

and continuously indicates the effects of a particular design decision on the overall structure

of the design process. However, the axiomatic design approach is very conceptual and

surrounded by strict rules. A well-trained eye is needed to fully envisage a product within the

framework of multiple levels of abstraction. 

Compared with AD, VDI does not explicitly consider the functional and physical domains or

the mapping characteristics they have in common. At first glance, though, the function

structure is similar to the functional domain, and the concepts of working principle and

working structure come close to the physical domain (Tate 1999). Furthermore, both

approaches describe the role of generate-test cycles in finding a solution for a specific

function. The following differences will be discussed:

· The definition of a function.

· Types of functions.

· Decomposition of a function.

· The combination of physical solutions.
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The definition of functions

VDI and AD have in common that a function has to be specified as a verb-noun pair, preferably

in a solution-neutral manner. However, AD has a much broader definition of functions 

than VDI.

AD defines functions as a design goal, or what needs to be achieved. VDI does not

contradict this but has a more specific (narrow) definition. VDI defines functions as the  

transformation of material, energy or information. This implies that important design goals

such as aesthetics cannot be captured within the function structure of VDI since it is barely

possible to describe them in input-output language. As a result, important design goals are

not captured within a VDI function structure at an early stage of design, but come in much

later in the design process.

The point is that while every VDI function can be considered a goal (AD), not every goal can

be described as a transformation of energy, material, or information.

This research suggests that it would be wise for VDI to take important design goals into

account as early as possible in the design process and not to wait, because these cannot be

illustrated as a transformation of material, energy, or information.

Different types of functions

VDI draws a distinction between main functions and auxiliary functions whereas AD considers

all functions as essentially the same. The VDI distinction is based on the question of whether

a function makes a direct or indirect contribution to the overall function. However, why Pahl

and Beitz label one function differently than another is a question that perhaps needs to be

asked. The answer is probably not that one is more important than the other since both types

are eventually needed to fulfill the overall function. To return to the previous example, it is

quite clear that if the PC cooling system doesn’t function, the computer will soon stop

working. Hence, both the auxiliary and the ‘main’ functions are essential. The only reason

that can be suggested is that the difference is based on a preconceived sequence of working,

as the following would suggest:

Auxiliary functions have a supportive or complementary character and are determined by

the nature of the solution. (p.32) It is useful to start with determining the main flows in a

technical system. The auxiliary flows should be considered later. (p.156) The auxiliary

flows help in the further elaboration of the design in coping with faults, and in dealing

with problems… (p.156) The complete function structure, comprising all flows, can be

obtained by iteration, …first…the main flow…completing that by the auxiliary flow…and

then establishing the overall structure. (p.156)

Alternatively, within AD the sequence of working is based on the structure of the AD matrix,

or based upon the top-down principles of the problem-solving hierarchy. Put differently, the

design process generally starts with a parent FR and once the solution is found it proceeds

with child FRs (Hintersteiner 1999). Within the same hierarchical level, the AD matrix

determines the (optimal) sequence of solving the FRs.

Taking this into account, it is at the very least remarkable that auxiliary and main functions

are considered with same degree of detail in view of the fact that the cited passages state that

the auxiliary function is fully specified by the solution of the main function. This apparently

suggests that auxiliary functions may be considered on a lower hierarchical level than the
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main function (according to zigzagging. This will be discussed below). There would thus

appear to be no real reason for Pahl and Beitz to have identified two types of function (see also

Tate 1999).

Decomposition

AD and VDI differ theoretically in how they perform a decomposition. AD prefers the

zigzagging approach and VDI first makes a fully functional decomposition that one assumes is

solution-neutral. Only when all sub-functions are completely specified does VDI initiate the

search for sub-solutions. Subsequently these sub-solutions are abstracted to the whole again.

Figure 2.11 outlines how the various decomposition sequences operate. For simplicity, only

FRs and DPs are plotted.

µ Figure 2.11 The decomposition strategies of AD and VDI compared

This shows that Pahl and Beitz decompose in an U-shape, first a full decomposition of the

overall function and then a bottom-up approach to reach the final solution. On the other

hand, AD communicates between the functional and physical domains at each level of the

hierarchy.

Having made this difference clear, it should be noted that Pahl and Beitz deviate consider-

ably from their prescribed decomposing sequence in their examples. Among other things,

they make the following remark:

It should be remembered that function structures are seldom completely free of physical or

formal pre-assumptions. Hence, it is perfectly legitimate to conceive a preliminary solution

and then abstract this by developing and completing the function structure by a process of

iteration.’ (p. 160)

In conclusion, it is reasonable to assume that a function cannot be decomposed without

considering its solution (on that hierarchical level). This is a very important concept and one

that will be used again in Chapters 4 and 5.

Combining physical solutions

VDI and AD both aim to search for a solution for each function (at a particular level).

However, the way that all of the solutions together fulfill the overall function is modeled

differently.
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The advantage of VDI is that its functional scheme provides a clear overview of the inputs and

outputs that each working principle has to realize in order to obtain correct functioning of the

whole., The DPs within AD also obviously have to realize the correct specifications of the FRs,

but how all these flows are connected is not clearly visible.

The drawback of VDI is that it does not model interdependencies between working

principles due to reasons other than functional inputs and outputs. A working principle that

affects more than one function at a time, for instance, cannot be captured within the VDI

function structure. Pahl and Beitz argue that technical and economic reasons affect the

arrangement of working principles, but do not formalize these nor give any indication of how

to deal with these interactions.

The advantage of AD is that it formally models how a set of FRs relate to a set of DPs and

what the implications are. This is clearly visible when a DP affects multiple FRs. There is an

ongoing focus on ‘good’ or ‘bad’ decompositions as early as possible in the design stage.

The following can thus be concluded:

· AD defines functions as design goals and is more general than a transformation of energy,

material, or information (the VDI function). However, the function concept of VDI may be

considered a sub-set of the AD definition of functions.

· Pahl and Beitz distinguish between main and auxiliary functions but no convincing reason

for the necessity of this division can be detected.

· A close look at both approaches indicates convincingly that a function cannot be

decomposed without addressing its solution.

· The VDI functional scheme provides a clear overview of how the inputs and outputs

interact, and AD shows how the mapping between functions and solutions is established.

Both elements are important.

The next section explores the definition of product architecture. This will be followed by a

return to the above discussion and a set of definitions that will be used during the remaining

research will be devised.

2.3 Product architecture
Having developed a working idea of the main decisions that take place during a design

process and having discussed the basic technical constructs (functions and solutions), the

time has come to define product architecture. In broad terms, product architecture can be

defined as the way that distinct product building blocks interact in order to obtain correct

functioning of the whole. Section 2.4 will illustrate that product architecture has an enormous

impact on the manufacturing firm, and is deeply embedded in a company’s way of working.

The present section will initially address the definition of product architecture and its charac-

teristics in considerable technical detail based on the work of Ulrich (1995).

First, the definition of product architecture will be defined and the three technical

decisions that determine product architecture explored. Ulrich’s views on defining functions

and solutions will be described, and the discussion will conclude with a clear set of definitions

that will be used during the remainder of the research.

Second, product modularity, an essential characteristic of product architecture, will be

examined.
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Third, the means available to represent a particular product architecture in a fashion such that

it can be analyzed will be discussed with reference to the work of Pimmler and Eppinger

(Pimmler & Eppinger 1994) who model the interactions between building blocks.

Even though this section is relatively small and rather technical, it is essential for the study

as a whole. Not only the technical decisions relating to architecture but also the modeling of

interactions will form the basis for a linking of product architecture to organization in

Chapters 4 and 5.

2.3.1 Definition of product architecture and modularity

In the foregoing sections it was observed that there is a myriad of research methods and

terminology within engineering design literature. Definitions concerning product architec-

ture form no exception to this (Pahl & Beitz 1996, Erixon 1998, Stake 1999, Blackenfelt 2000).

However, instead of analyzing the entire set of alternative definitions of product architecture,

the basic assumptions and definitions of Ulrich (1995) will be largely adopted. He managed to

combine elements from several schools and proposed a technical definition of product archi-

tecture that is widely accepted in the literature. 

In order to define product architecture, Ulrich basically considered the functions and the

physical building blocks of a product. He proposed three technical decisions that together

form the architecture of a product. These are:

· The arrangement of functions.

· The mapping from functions to physical building blocks.

· The specification of the interfaces among interacting physical building blocks.

µ Figure 2.12 A conceptual illustration of product architecture

The definitions of functions and building blocks

Before these decisions can be further described, the constructs of functions and physical

building blocks according to Ulrich must first be defined. They can then be integrated into the

previous discussion.

Ulrich states that a function is what a product does as opposed to its physical characteris-

tics. Functions can be arranged by linking their inputs and outputs (of energy, material, and

information). In addition, Ulrich recognizes that not all functions can be included within an

input-output language. Ulrich and Eppinger 2000 recently stated the following:

Also note that in some applications the material energy, and signal flows are difficult to

identify. In these cases, a simple list of sub-functions of the product without connections

between them is sufficient. 
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Ulrich defines physical building blocks as physically distinct chunks of a product. The

building blocks of a computer, for instance, are the monitor, keyboard, hard-disk, etc. 

A product consists of building blocks that are in turn each made up of physical elements or

components. Physical elements include the keys, the board, the switches, the LEDs, etc. These

elements include the characteristics that are required to fulfill the functions.

People often talk about modules instead of building blocks. However, that is generally

avoided within the literature since this has an implicit association with modular and not every

building block is modular.

Based on the previous discussion in section 2.2.4 the constructs that will be used during the

remainder of this research will be outlined below.

· A function is a design goal, describing what needs to be achieved (in line with AD). If it is

possible, functions are conceptualized as transformations of energy, material, or

information (in line with VDI). No distinction is made between main and auxiliary

functions.

· Building blocks are purely physical and are not the same as the physical domain within AD,

or working principles. However, it can be said that building blocks implement working

principles or locate design parameters. Since at the lowest level of the physical domain DPs

become physical things, it can be stated that each building block locates a whole collection

of DPs (at the lowest level of abstraction) that ultimately fulfill the overall function of the

building block.

Together these definitions allow an interpretation of product architecture based on the

detailed considerations of the previous chapters. All the definitions are in line with axiomatic

design, and the clarity of Pahl and Beitz has been added where possible. Ulrich’s three archi-

tectural decisions will now be described.

The arrangement of functions

Figure 2.12 shows an arrangement of a product’s functions. It shows that functions A, B, C,

and D are connected by flows of energy, material, or information. Function F is a design goal

that cannot be captured by input-output language. 

Mapping from functions to building blocks

The bold boxes in the same diagram indicate the physical building blocks of a product. These

blocks each implement the functions. Block 1 implements function A, block 3 achieves

functions C, and D, and function F is established by blocks 4 and 2 together. An important

characteristic of architecture is thus its mapping, by means of which building blocks are

connected to a function or functions. 

Possible mappings between functions and building blocks are one-to-one, many-to-one,

and one-to-many such as is depicted in Figure 2.13 (where M=N=2). A combination of one-to-

many, and many-tone results in a many-to-many mapping (M-to-N). Note that for clarity the

functions and the building blocks refer to the same level of abstraction.
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µ Figure 2.13 Three types of mappings between functions and building blocks

Physical interfaces and coupling

Physical interfaces between interacting building blocks enable the physical realization of

exchanges of energy, material, and information, and /or their geometric connection. A

keyboard and a personal computer, for instance, are connected by a cable that realizes the

exchange of information and energy. Two blocks can have a physical interface even when they

do not exchange any flow. A plastic bottle and its cap have an interface but no exchange of

material, information, or energy (except if one decides to model all forces between the two

blocks, which is not common practice).

Physical interfaces cause a certain coupling between the blocks. The geometry of the cap,

for instance, cannot be endlessly adjusted without changing the geometry of the bottle.

Ulrich presents the following definition:

An interface is coupled if a useful change to one building block affects a change to the

other block in order for the overall system to work correctly.

Note that this definition may refer to anything. However, a closer reading of the work of Ulrich

suggests that the coupling refers to ‘physical’ aspects. Based on the examples in the paper,

three reasons for coupling can be identified:

· A geometric connection that hampers the geometric freedom of both blocks.

· Side effects such as vibration, heat or magnetism of one block that effect the other block.

· Limited space that limits the freedom of size of both blocks.

Within product architecture the amount of coupling is an important feature. Interfaces may be

coupled or ‘de-coupled’. Coupling is obviously a relative property. It is only possible to say

that one interface is more coupled with respect to a particular change than another interface.

For example, a mouse that is connected by a cable to a personal computer is more coupled

then a cordless mouse since the latter is much less limited with respect to the position

between the mouse and the computer. 

Furthermore, it is worth emphasizing that coupling depends on what is considered a useful

change. If it were feasible to control a computer with a cordless mouse at a distance of 100

kilometers then the cordless mouse would have a coupled interface. As things stand at the

moment, however, this is not relevant.

To sum up, coupling refers to anything that constrains the design of another building

block, though it is advisable to only consider relevant constraints. 
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Modular versus integral

Perhaps the most important property of product architecture is the dependence between its

building blocks. To reduce things to the simplest terms, there are two types of architecture:

modular and integral.

When building blocks are completely independent of each other the product is ‘modular’.

On the other hand, a strong dependence between the blocks corresponds to an ‘integral’

architecture. In the most radical situation, a completely integral architecture will in fact

include a product that cannot be decomposed into building blocks. All its pieces are equally

strongly dependent. An ultimately modular product would actually consist of a collection of

fully separate blocks that form no whole. In practice, however, there are hardly any such

extreme cases and modularity is a relative property. For instance, a standard personal

computer is more modular than a hand-held computer, and an SLR camera is more modular

than an instant camera (for examples, see Ulrich & Eppinger 2000). 

Ulrich defines modularity very precisely based on the previous described features: mapping

and interface coupling.

· A modular product has a one-to-one mapping between functions and building blocks, and

its interfaces are de-coupled.

· An integral product has complex (N-to-M) mappings between the functions and the

building blocks, and its interfaces are coupled. 

In general, products are neither entirely modular nor integral and lie somewhere between the

two extremes. These are called hybrid architectures, and they have few non one-to-one

mappings and some coupled interfaces. As a rule, the more the mapping is one-to-one and the

more the interfaces are de-coupled, the more modular a particular product architecture is.

This is illustrated in Figure 2.14.

µ Figure 2.14 The range between modular and integral architectures
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2.3.2 Representing architecture

Having addressed the basic architectural decisions, the question of how a particular architec-

ture of a product can be represented in sufficient levels of detail will now be considered. An

answer is required since this research aims to analyze a design process based on an under-

standing of the underlying product architecture. This section will therefore explore whether

the available literature provides a means for clearly representing a particular product archi-

tecture. In particular, the work of Pimmler and Eppinger (1994) who proposed a taxonomy of

interactions that is commonly used to model the architecture of a product will be explored.

This approach will first be described and then discussed.

Architecture as interactions between building blocks

The starting point is the assumption that the above definitions of product architecture and

modularity are very similar to Simon’s hierarchical concept as described in section 2.1.

Modular products can be compared with the concept of nearly decomposable systems where

the interactions within the blocks are much stronger than the interactions between 

the blocks. The more integral an architecture, the stronger the interactions between the 

blocks become. 

Based on this, Pimmler and Eppinger proposed a method for constructing a product archi-

tecture by illustrating the interactions within a product. They documented all physical

elements (N.B. these are decomposed building blocks) of a product and identified all their

interactions. They subsequently modeled all elements and interactions in a matrix – the

elements were plotted identically in the rows and columns of the matrix and the interactions

between them in the elements of the matrix. The search for relatively autonomous groups of

physical elements then began. Their aim was to identify clusters of physical elements where

the interactions within the clusters were much stronger than the interaction between the

clusters. Once satisfactory clusters of physical elements had been found, each cluster formed

one of the building blocks of the product. The matrix thus shows the building blocks of a

product and their interactions. 

Especially interesting is the way Pimmler and Eppinger defined interactions between

building blocks. They recognized that building blocks may have different types of interactions

since there are many different technical reasons behind a particular product architecture (as

Ulrich demonstrates). Accordingly, they proposed a taxonomy of four types of interactions.

The following four types were identified:

· Energy: An energy-type interaction identifies the need for adjacency or orientation

between two building blocks (or physical elements).

· Material: A material-type interaction identifies the need for materials exchange between

two building blocks (or physical elements).

· Information: An information-type interaction identifies the need for information or signal

exchange between two building blocks (or physical elements).

· Spatial: A spatial-type interaction identifies the need for adjacency or orientation between

two building blocks (or elements).

Each interaction type can be rated as required, desired, indifferent, undesired, or detrimental

for functioning. It should be noted that the first three types refer to physical exchange of

energy, material, or information, respectively. For instance, the driving unit of an electric

shaver requires energy (electricity) from the power supply to perform its function of providing
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rotation. To physically realize this, an electric wire must link both blocks. An example of a

detrimental exchange of energy is a driving unit that hampers the functioning of the power

supply because it vibrates too much. Other reasons include too much heat or radiation.

The spatial interaction type concludes the taxonomy with an indication of whether blocks

should be located in proximity to each other, as far from each other as possible, or somewhere

in between.

The work of Pimmler and Eppinger can be viewed in two ways. First as a promising way of con-

structing new architectures, and second as a clear way of visualizing a particular (existing)

architecture. We are mainly interested in the second aspect, which will be discussed below. 

Discussion

In order to come up with a clear way of representing product architecture, the matrix

representation and the taxonomy of interactions will be briefly discussed.

– Matrix representation

The matrix representation offers a clear way of modeling interactions between building

blocks. Every interaction between each possible pair of building blocks can be captured and,

moreover, each possible type of interaction can be modeled. The traditional way of illustrat-

ing architecture (see Figure 2.12) is much more limited. In such a scheme of blocks and

functions it is very difficult to show the interactions between all possible pairs of blocks, and

not all interactions (i.e. the interfaces) are visualized. The modeling of interactions and

building blocks thus provides the perfect basis for depicting and analyzing a product archi-

tecture.

– The taxonomy of interactions 

The proposed taxonomy of interactions has often been applied in recent research and serves

as a basis for architectural studies (Terwiesch & Loch 1999, Stake 1999, Blackenfelt 2000,

Sosa et al. 2000). In order to obtain an initial idea of whether it is suitable for this research,

the taxonomy will be compared with alternatives in the literature. The taxonomy will then be

compared with the work done by Ulrich.

Table 2.1 illustrates several alternative taxonomies that have appeared in the literature. It

is not the goal of this research to elaborate these in great detail, but it should be observed that

the taxonomies have much in common. They all draw a basic distinction between exchanges

between the three flows (energy, material, or information) and geometrical aspects, including

undesired or unintended effects or side effects. The aspects addressed within the taxonomy of

Pimmler and Eppinger are thus almost identical to the issues that have been distinguished by

other researchers in the field. However, compared to the others, it seems that Pimmler and

Eppinger pay slightly less attention to the geometrical aspects of their interaction types.
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µ Table 2.1 Different types of interaction (based on Stake 1999)

Pimmler and Eppinger Ulrich and Eppinger Erixon 1998 Hubka and Eder 1988

1994 2000 (Sanchez 1999b)  

Physical Exchange: Fundamental: Energy Power,

Material Material Signals

Energy Energy

Information Information

Spatial (=Proximity) Incidental:  Geometry Spatial 

Geometric arrangement+   (location + volume)

Attachment  

Detrimental: Side effects  Environmental 

(side effects) (Side effects)  

In the next section, the taxonomy of interactions will be discussed further and the taxonomy

compared with the definition of product architecture.

2.3.3 Comparison

A comparison of the previous two sections (2.3.1 and 2.3.2) leads to a remarkable and

important observation. The decisions that according to Ulrich determine a product architec-

ture, and the two important features, mapping and interface coupling, are in fact difficult to

capture within Pimmler and Eppinger’s four types of interaction. The most compelling

question is how can taxonomy include a function that is mapped across two building blocks?

A short glance at the taxonomy will probably be sufficient to show that this is not possible. 

This concept is an important one in this thesis and will be further elaborated in Chapters 4,

and 5. There, the benefits of being able to link the architectural three decisions with

interaction types will become apparent, and a new taxonomy of interactions will be

developed. This topic will not be pursued in the present section since the organizational

principles also need to be taken into account when discussing the taxonomy.

At this point it will suffice to state that despite the whole engineering world being

convinced of the validity of Ulrich’s architectural decisions, these are not clearly present

within taxonomies that have been proposed to represent product architecture.

To sum up, the following points can be made:

· A matrix representation that illustrates building blocks and their interactions seems a very

useful way of clearly representing an architecture.

· Since product architecture consists of several technical decisions there will be various

types of interaction between building blocks.

· The available taxonomies in the literature are quite similar and cover a broad range of

technical aspects, but have a remarkably poor correspondence with the architectural

decisions that determine a particular product architecture.
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2.4 The implications of architecture
The previous sections have gradually led to a definition of product architecture. Now is the

time to finally demonstrate why product architecture is such a crucial issue. A brief summary

of available studies that have extensively reported on the high impact of architecture on man-

ufacturing firms will now be given. Furthermore, the reasons why some products are modular

and others integral will be listed.

Product architecture has been a frequently studied topic in relation to many business topics.

Many have produced very complete overviews of all implications and considerations. Ulrich

1995, Ulrich and Eppinger 1995, and Ulrich and Eppinger 2000, for instance, suggest that

product architecture affects how variety is established within production, how change can be

realized across subsequent generations of products, how building blocks can be standardized,

the overall performance of products, and the management of product development. On the

other hand, Erixon 1998, Stake 1999, and Blackenfelt 2001 argue that architecture impacts

on product development, product variants, quality (testing), purchasing and after sales.

It is recognized by all authors that the design of modular products has a number of clear

benefits.

· Modular products allow the production of a great variety of end products from a limited

number of building blocks (Ulrich 1995, Erens 1996, Martin and Ishii 2000).

· Modular products allow for a platform strategy permitting a great number of new variants

to be developed based on a stable architecture (and few standard building blocks)

(Wheelwright & Clark 1992, Meyer & Utterback 1993, Sanderson & Uzumeri 1995, Meyer et

al. 1997, Robertson & Ulrich 1999). 

· Modular products facilitate changes to products once introduced (Baldwin and Clark 1997,

Sanchez 1999c).

· Modularity simplifies parallel testing and maintenance (Ulrich 1995, Ishii 1997, Erixon 1998).

· Modularity allows for parallel development of design teams (Sosa et al. 2000, Baldwin &

Clark 1997, Ulrich & Eppinger 2000, Blackenfelt 2001).

· Modularity allows for outsourcing of building blocks (Novak & Eppinger 1998).

· With today’s pressure and increasing complexity there is clearly a trend in favor of more

modular products (Baldwin & Clark 1997). 

On the other hand, modularity also has a number of fundamental limitations or drawbacks:

· Too much modularity can make products look too much alike (Cutherell 2000).

· Modularity increases the risk of competitors copying the design (Cutherell 2000).

· Modularity is generally at the expense of unit cost and increases the volume (size) or

weight of the product (Ulrich 1995, Whitney 1996).

· Modularity may be limited by the technology available (Whitney 1996).

· Designing modular products may be very difficult, be initially time-consuming (Ulrich,

Sartorius, Pearson, Jakiela 1993), and depend on the capabilities of available designers

within the company (Meyer & Utterback 1993).

Studies done by Henderson and Clark (Henderson & Clark 1990) (which will be returned to

later in this thesis) prove that an established architecture is strongly embedded within the

organization and the company’s way of working. In addition, Sanchez (1999a) argues that the

entire ‘knowledge’ of a firm is strongly shaped by the architecture of a product.
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Based on this brief summary of factors that have to be addressed within the context of product

architecture, it is reasonable to state that architecture strongly affects and is affected by a

firm’s strategic considerations, and furthermore heavily influences how the company actually

works. 

Later in this research this knowledge will prove invaluable in understanding the causes of

particular architectural decisions, but also in understanding that changing an architecture is

not just a matter of techniques, but also affects the firm’s entire policy.

2.5 Summary
This chapter’s objective was to define the concept of product architecture and its underlying

decisions, and to explore how a particular product architecture can be represented. Product

architecture was defined according to the work done by Ulrich. Product architecture is:

· The arrangement of functions.

· The mapping from functions to physical building blocks.

· The specification of the interfaces among interacting physical building blocks.

The most important characteristic of product architecture is its amount of modularity:

· A modular product has one-to-one mapping between functions and building blocks, and its

interfaces are de-coupled.

· An integral product has complex (N-to-M) mappings between the functions and the

building blocks, and its interfaces are coupled. 

In general, products are neither entirely modular nor entirely integral but rather somewhere

in between the two extremes. They are called hybrid architectures. As a rule, the more the

mapping is one-to-one and the more the interfaces are de-coupled, the more modular a

particular product architecture is.

Furthermore, the importance of definitions of functions and building blocks in order to

obtain a correct understanding and interpretation of the definition of architecture was

stressed. The design methodology of Pahl and Beitz (1996) and the Axiomatic Design

approach of Suh (1990) were discussed and their definitions compared. The following set of

definitions was produced and will be used during the remainder of this research.

· A function is a design goal, describing what needs to be achieved (in line with AD). Where

possible, functions should be conceptualized as transformations of energy, material, or

information (in line with VDI). The VDI function concept is in fact a sub-set of the AD

definition of functions.

· Building blocks physically fulfill functions. They locate a collection of detailed physical

design parameters that specify the physical properties required to establish the functions.

· In order to find a solution for a function, generate-test cycles are required.

· A function cannot be decomposed without addressing its physical solution (at the same

level of abstraction).

· Constraints are specifications that limit the range of possible solutions. Global constraints

depend on many decisions and cannot be allocated to specific building blocks or functions.
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These definitions and the engineering design models described in this chapter will provide

the basis for the interpretation of product architecture in an organizational context.

It was then argued that a particular architecture can be clearly presented as a set of

interacting building blocks depicted in a matrix. Various technical reasons why building

blocks may interact are captured within a taxonomy of interactions that distinguishes several

types of interactions. The best known is the taxonomy by Pimmler and Eppinger who propose

4 types of interactions. It was, however, concluded that this taxonomy has a poor correspon-

dence with the original definition of product architecture by Ulrich. This aspect will be

revisited in Chapters 4 and 5.

Finally, the underlying contingencies of product architecture were described. This

knowledge is valuable for understanding the causes of particular architectural decisions, but

also for understanding that changing an architecture is not just a matter of techniques but

also affects a firm’s entire policy.
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3 Organization of design processes: 
principles and applications

This chapter addresses the organization of design processes and is the second and final step

needed to link product architecture with organization in Chapter 4.

It is generally recognized that product development is not usually a one-man job but rather

an interplay between many people that each add a small piece to the overall ‘puzzle’ of

creating a new product. It is therefore crucial for a successful design project that these people

work together in an effective manner and collectively complete the job as a whole. Effective

coordination between the designers is not something that comes out of the blue. It is obvious

that if during a design project all designers have complete freedom to do what they want and

in complete isolation from each other, the outcome will certainly not be a product with the

proposed specifications, not to mention the quality, time and cost issues. Hence, what is

needed in every project is some kind of structure that determines what task has to be done by

each person, and that specifies how all these tasks need to be integrated. Within organiza-

tional science the question of what effective organizational structures are has attracted

scholars for decades and resulted in a number of organizational principles.

In this chapter, two key issues that heavily impact on organizational practice and are the

foundations of organizational theory will be examined. They are (1) the division of work into

tasks, inevitably followed by (2) the coordination of those tasks to accomplish the overall

operation. To obtain a general view of these features, there will be a brief examination of

classic organizational theory in the first section. Some classic principles that are extremely

valuable within the context of product development and this research in particular will be

listed. The second section shifts attention towards the organization of design processes and

focuses on so-called Design Structure Matrix (DSM) studies that analyze the existing organi-

zational structures of design projects and suggest means to improve them. Later in Chapter 4

these models will provide important input bridging the gap between architecture and organi-

zation.

The emphasis of this chapter is on structures of organization. People work in organizations

and there are an enormous number of human aspects that may affect collaboration between

people. Despite this, behavioral perspectives will be considered only indirectly and play a

secondary role here. The following two issues will be addressed:

· Classic organizational theory.

· Organization of design processes.

3.1 Classic organizational theory
This section will explore classic organization theory. After a general introduction, the theories

of Galbraith (1973) and Thompson (1967) will be examined. Some alternative insights will

then be dealt with, followed by a critical discussion of the work of Thompson. Finally, an 
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overview of the classic theories will be presented, as well as this thesis’s interpretation of

them, which will inform the remainder of this research.

3.1.1 Introduction: tasks and coordination

Organizational theory has for a long time been based on a paradigm that conceptualizes

organizations as systems that process information within uncertain environments (Nonaka

1994). Organizations handle information in order to achieve a business goal that is assumed

to be clearly defined and not to shift over time.

Many researchers have addressed the question of how the overall operation of a company

can be divided into smaller information-processing tasks that can be allocated to human

resources. An organization is assumed to be a collection of tasks that process and 

exchange information and together achieve the overall business goal or goals. Tasks may 

need information from other tasks and generate information that may be required for

alternative tasks.

The main reason why an overall job is decomposed into smaller tasks is that this is an

efficient way of dealing with the bounded rationality of the organizational members

(Thompson 1967, Simon 1981). A single person simply does not have the skills and time to

achieve the overall objectives of a company by himself. By defining smaller tasks people can

focus their skills and talents on a specific piece of work. Broadly speaking, it is generally

assumed that the more specialized a person is at a particular task, the better the task

performance. Consequently, special jobs are isolated and assigned to individuals or

specialized units, resulting in a kind of departmentalization of the company (Mesarovic et al.

1970, Mintzberg 1979).

This division of work inevitably makes coordination of all tasks of major importance.

Fragmented pieces of work need to be coordinated in order to accomplish the overall

operation. Put differently, coordination is required to compensate for the fact that tasks are

performed as if they are fully independent (Mesarovic et al. 1970).

Organizations are challenged to create mechanisms that permit coordinated action across

large numbers of interdependent people. Our understanding of effective coordination has its

roots in ancient times, as the following biblical quotation indicates (Bratton 2001):

Moses’ father-in-law advises Moses...you will not be able to perform it yourself alone...you

should provide out of all people available men...and place such over them, to be rulers of

thousands, rulers of hundreds, rulers of fifties, and rulers of ten...and every great matter

they shall bring to you, but every small matter they shall judge 

From pyramid to computer, organizations have always aimed to find ways of handling the

coordination problem, all of which manage to include the ingredients found in this quotation.

In this section, some fundamental organizational theories (from the nineteen-sixties) will be

explored further. The first thing to do, however, is to delineate the relevant area of organiza-

tional theory.

This research focuses on theories directed at organizational structures that facilitate coor-

dination of large numbers of people. It has been pointed out that every organizational

structure has to deal with specialization, but also has to manage the interdependencies

between all of the tasks. Logically, therefore, there are two structural aspects that affect coor-

dination – the number of tasks, and the interdependence between the tasks.
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Both aspects are important variables in the identification of organizational structures that

simplify coordination. However, as will be argued below, the variability of interdependencies

is most obvious within the context of product development.

As coordination is a necessary consequence of specialization, the need for coordination

can be reduced by lowering the level of specialization. Hence, the less divided the tasks, the

less effort is needed to integrate the tasks into a whole. For many industries within production

environments this has led to a trend of less specialization in low-to-medium skill tasks. Low-

skill tasks have been automated and employees have moreover been trained to be able to

perform broader (less fragmented) tasks. These new arrangements offer higher motivation

and lower coordination effort, which generally compensates for the loss of specialization

(Galbraith 1994). 

For the product development of complex products, though, work still must be assigned 

to experts who have in-depth knowledge of specific areas. Innovative companies 

have high (and even increasing) levels of specialization, which makes a high focus on

interdependencies indispensable. Lowering the number of tasks is simply not a feasible

option in these cases.

The following sections shall therefore address the perspective of interdependencies

between tasks. Two classic theories that propose several coordination mechanisms to handle

interacting tasks will be described and moreover a policy of splitting up the work into semi-

autonomous groups in order to facilitate coordination will be proposed. First, Galbraith’s

theory will be described in order to provide a general view of the information processing model

and obtain some useful insights. Second, the work of Thompson, who was much more precise

in the distinctions he made between the various types of interdependencies and correspon-

ding coordination mechanisms, will be described.

As the next step, some alternative ways of structuring organizations will be discussed.

Finally, there will be a critical review of the work of Thompson, and a summing up.

3.1.2 Structuring organizations according to Galbraith

In his book “Organization Design”, Galbraith (1977) provided an insightful view of the 

coordination problem, one that is largely in line with the advice to Moses. A brief overview of

his assumptions will be given and then a report on his ideas. 

Galbraith assumes that human resources have a limited capacity to process information. He

also believes that organizations have to deal with uncertainty in the sense that they do not

have enough information to perform tasks to a specific level of performance. The greater the

uncertainty of the task, the greater the amount of information that must be processed by

decision-makers during the execution of that task. Uncertainty causes unanticipated events.

The more uncertainty, the greater the number of non-routine events that cannot be

anticipated or planned for. Galbraith’s central idea is that the greater the uncertainty, the

more difficult it becomes to achieve a nicely coordinated role. The key to an effective organi-

zational structure is being able to cope with exceptions.

Galbraith identifies three ways of achieving coordination – coordination by rules or

programs, coordination by hierarchy, and coordination by targets or goals. The order that they

are implemented corresponds to their appropriateness as a means of handling uncertainty.

To look first at rules, programs, and procedures, these can be used to specify how

individuals within the company should behave or act. If everybody sticks to the rules and 

do what they are required to do in a specific situation, the company will function in a 
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well-coordinated way. However, difficulties arise when a new situation appears that is not

covered by the procedure.

Second, Galbraith suggests giving some workers a managerial role, comprising a number of

tasks (and people). In unique situations, a person can call upon a person at a higher hierar-

chical level who has enough information to make the decision to tell his subordinates what to

do. However, when too many unforeseen events arise, there is an inherent risk that such a

managerial hierarchy will become too unwieldy. 

Third, targeting or goal-setting is described. The essence of targeting is that an individual

or unit is told to do the job no matter what it takes. In effect, individuals are given the power

to deal with all events, unforeseen or otherwise, as long as they achieve their goal. The

assumption is that when every person or unit realizes his or her goals, the overall goal 

of the company will be achieved and management will not be overloaded by details.

Management is also there to deal with the situation should people fail to meet their goals

and new courses of action need to be decided on. This is similar to the advice given to Moses

in the quotation above.

However, the above-mentioned coordination mechanisms alone are not sufficient within

uncertain situations since the risk of management overload is still present.

In addition to the coordination mechanisms, Galbraith also introduced four strategies. The

first two in fact refer to reducing the need for coordination, and the second two yield

mechanisms for increasing the ability to process information. Briefly, the strategies include:

· Creation of Slack Resources: The probability of someone failing to meet a target is reduced

by making the goals ‘easier’ to achieve, for instance by extending delivery times, or adding

more money to the budget.

· Creation of self-contained Tasks: When the work of several units is relatively independent of

others, less coordination is required between the units. Should one fails to meet its targets,

it only affects the others to a limited degree.

· Investment in Vertical Integration Systems: Condensing the flow of information by building

specialized languages and computer systems can help analysis and decision making.

· Creation of Lateral Relationships: Moving the decision-making power down in the 

firm to where the information exists can reduce uncertainty at the decision level. 

Various strategies of increasing complexity can be employed to achieve this – direct

contact between managers across groups, liaison personnel between groups, task forces,

teams, etc. 

The four strategies will reappear, both implicitly and otherwise, in this research. The main

lesson to be learned from Galbraith is how his model can be used to coordinate tasks. The

following are some of his suggestions:

It is advisable in real life (uncertain) situations to try to specify and match goals at a

relatively high level of abstraction such that all the details can be handled in isolation by

separate persons or units. On the other hand, where it is not possible to skip the details, con-

siderably more effort is needed to integrate the tasks. 

In line with this, the first two strategies (slack and self-containment) suggest that the

interdependencies between groups should be minimized in order to reduce the amount of

coordination. This obviously suggests that interdependence between tasks and the amount

and type of coordination are related. Remarkably, Galbraith pays very little attention to the

definition or conceptualization of interdependencies between tasks.
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This gives rise to some interesting questions:

· What do interactions between tasks consist of and how should self-contained groups be

created?

· Do appropriate coordination mechanisms depend on the type of dependencies between

tasks? Put differently, is it always possible to apply goal-setting, or do some interactions

force management to go into more detail?

Thompson provides more insight into these questions, and will be discussed below.

3.1.3 Structuring organizations according to Thompson

Thompson argued that there is no reason why all tasks within an organization should be

equally interdependent and all require identical coordination effort. His work is well known

for its categorization of three conceptual types of interdependencies within the technological

core of the organization. These are the following (pp. 54-55):

· Pooled: two parts are pooled interdependently if each part renders a discrete contribution

to the whole and each is supported by the whole. Two plants may perform adequately

without each other, but failure of one may hamper the overall organization and thus the

other unit. Mintzberg (1979) and De Leeuw (1997) interpret this type as members that

share common resources, but are otherwise independent.

· Serial: two parts are serially interdependent if one part produces an output which becomes

the input for another part. The one part must act properly before the other, and both have

a direct interdependence. Just as in a relay race, the baton is passed from runner to runner

(Mintzberg 1979).

· Reciprocal: two parts are reciprocally interdependent in a situation in which the output of

each becomes the input for the other. Thompson illustrates this by an example of an

aircraft company’s operations and maintenance units. A maintained plane is input for

operations, and a plane back from its flight becomes the input for maintenance. Some

authors interpret this interaction type as a pattern where each units inputs are its own

outputs, recycled through other units (Victor & Blackburn, 1987).

According to Thompson, the contingencies of the types of interdependencies are additive.

Reciprocal interactions by definition also include serial interactions that in turn also contain

pooled coupling. Basically, the type or amount of coordination critically depends on the

constraints (conditions) that are included by the interaction, as Thompson argues:

In the order introduced, the three types of interdependencies are increasingly difficult to

coordinate because of increasing degrees of contingencies. (p.55)

This results in the following claims:

· Pooled coupling fits coordination by standardization: This involves the establishment of

routines, procedures or rules to constrain action consistent with those of others. Reliance

on rules is most appropriate when there are few rules and these refer to relatively stable and

repetitive situations.

· Sequential coupling fits coordination by plan: This includes the establishment of schedules

for the interacting units. The amount and frequency of coordination is much higher, and

stability and routine is far less necessary than in the first situation.
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· Reciprocal coupling fits coordination by mutual adjustment: With this, during the

performance of tasks, new information about each other’s activities is processed. The flow

of information has an iterative character. The more variable and unpredictable the

situation, the greater the reliance on mutual adjustment. 

With this in mind, Thompson states that organizations should structure their tasks such that

overall coordination effort is minimized. Tasks must be clustered such that the strongest

interactions occur within the groups, and the weaker interactions between the groups.

Ideally, this would enable the reciprocal interdependent tasks to be mutually adjusted within

a team, and planning and standardization can establish interactions with the remaining 

organizational parts. The coordination between the teams is referred to as system-level 

coordination.

Since groups have a limited optimal size and capacity, an organization must be 

structured in a hierarchy of groups if there are too many strongly coupled tasks for one group.

Thompson states:

Those with the greatest interdependence form a group, and then the resulting groups are

then clustered into overarching second order group(s). 

As a result, the hierarchically higher groups handle those aspects of coordination that are

beyond the scope of any of its components. It will be noted that this is similar to Galbraith’s

model, though Galbraith goes one step further by adding lateral roles and information systems

in order to broaden the scope of each of the units and to reduce the workload of the hierar-

chically higher units.

Remarkably, while Galbraith pays very little attention to the concept of interdependencies,

Thompson does not explicitly include uncertainty. That is to say, Thompson locates the inter-

dependent tasks within the company’s technical core and hence technical and environmental

uncertainty is reduced by the ‘outer’ layer. Each of the tasks are therefore performed under

conditions as close to certainty as possible (Mintzberg 1979). However, uncertainty plays an

important role within the three types of interdependencies. Terms previously used (e.g.

hampering, stable, routine, and unpredictable) in the discussion of how interactions are

linked to coordination mechanisms would suggest that in fact, Thompson and Galbraith have

a similar way of reasoning. Thompson argued that the differences in interdependencies are

based on the number of conditions that are included in an interaction. Logically, the more

conditions involved within an interaction, the more likely it is that one of the conditions will

not be met, and the more frequent and intense coordination becomes. This issue will be

further explored in section 3.1.5. 

To sum up, Thompson and Galbraith advocated the construction of semi-autonomous

teams. However, in the next section attention will be paid to alternative considerations when

structuring organizations.
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3.1.4 Alternative structures of organization

In addition to minimization of coordination of the information flows between the tasks, there

are many other aspects that may play a role when structuring organizations.

Numerous studies have been conducted into effective organizational design. Proposed

structures range from clustering tasks based on specialization, client groups, geographic

location, or product mix, to work flows. Mintzberg isolated four basic criteria for structuring

organizations. In addition to workflow interdependencies (similar to Thompson), these are

process interdependencies, social interdependencies, and considerations of scale.

Process interdependencies relate to exchanges of information between specialists not

necessarily working on the same work flow. For instance, electrical engineers have to consult

each other about applications of the newest battery technology. Grouping of specialists

encourages learning and in-depth knowledge of specific specialized fields.

Social interdependencies relate to the ‘getting along’ that accompanies daily work. To

some extent, effective social relationships improve individual task performance and facilitate

communication and working together. According to Galbraith, social relationships prosper

best between members of the same discipline. Thompson, however, claims that the technical

structure provides the major back-up for social structures.

Considerations of scale are related to the efficient use of capacity. For instance, a central

university library is probably more efficient than a collection of faculty libraries due to

economies of scale. The construction of semi-autonomous groups has a negative influence on

scale efficiency, and vice versa.

To sum up, people can exchange information because their workflow is coordinated, or

there is functional learning, or friendly communication (Kratzer et al. 2001). The structure of

the organization has to take these three things into account, and also address scale aspects.

Changing a structure towards optimization of workflow coordination is generally at 

the expense of functional learning. Simply put, structures are a matter of priority. 

Hence, stable firms with low time pressure and high focus on scale and expertise profit 

from a more functional way of structuring. On the other hand, companies competing on 

time-to-market and short cycle times would strongly benefit from an arrangement according

to Thompson and Galbraith.

3.1.5 Discussion

According to the classic paradigm, interdependencies can be identified on the basis of the

critical contingencies facing the organization (tasks, technology, and environment) and an

organizational structure that fits this set imposed. The central issue here is how all tasks can

be coordinated in an efficient manner. Both Galbraith and Thompson advocate the construc-

tion of self-contained teams and introduce coordination mechanisms that handle the

remaining system-level interactions.

The beauty of Thompson’s work is that it distinguishes the reason for coordination (the

interactions between the tasks) from the coordination activities themselves. Based on the

characteristics of the system that has to be managed, one is able to suggest appropriate coor-

dination devices to manage the interactions. This is an attractive idea and important for this

thesis. The logic is simple and effective. The conditions that are included in an interaction

determine the adequacy of a coordination mechanism. The more conditions are included, the

more intense coordination becomes.
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However, when it comes to the exact definition of the interaction constructs and their link

with coordination mechanisms, some major issues arise. Several authors have criticized

the applied constructs. Mintzberg, for instance, mentions the difficulties researchers 

have in applying the constructs in real-life complex situations. Victor and Blackburn (1987)

challenge their practical utility since it is impossible to find out how much weaker a pooled

interdependence is than a serial one. How can three pooled interactions be compared with

one serial one? 

Thompson’s work also requires considerable investment of energy to understand its rami-

fications. Questions that need to be raised include the following: is pooled coupling always

weaker than serial coupling, what is the exact difference between serial and reciprocal, and

how should a chain of multiple tasks and interdependencies be handled? These will be

examined below. These questions should be seen as a starting point for further discussion of

these constructs. It is not within the scope of this research (however tempting it may be) to

formalize the definitions and structurally examine all the potential flaws. After these consid-

erations have been put forward, and interpretation valid for the remainder of this research will

be settled on.

The first question is whether a pooled interdependence is always weaker than a serial one.

This research would suggest that the answer is negative. If it is assumed that interdependen-

cies of a pooled nature refer to the sharing of the same resource, this type may require a major

coordination effort. In fact, when a resource is scarce and the organization is striving for

optimal efficient use of the resource, coordination may become very sensitive to small

exceptions and changes. One can imagine that detailed planning, or even mutual adjustment,

may be required in these situations. According to the above reasoning, standardization would

also add to the costs involved. It is very likely that a standard rule is not as effective as a

detailed plan or mutual adjustment when optimal usage of a scare resource is involved.

Hence, it is perhaps better to argue that while pooled interdependence corresponds minimally

to coordination by standardization, there may be many alternative ways of handling this

interaction that require more intense coordination mechanisms. Moreover, a serial includes

more conditions (sequence) than pooled interdependence and these require minimum coor-

dination at the very least. Standardization will not do for a serial, but that is not to say that

mutual adjustment is not appropriate for serial interdependence.

Hence, it is suggested that the minimum coordination effort that goes with a pooled inter-

dependence is lower than that for a serial. The conditions that are included within an

interaction determine the minimum amount of coordination that is required, though there

may be many good additional reasons why a pooled interaction requires more coordination

than a serial one.

The second aspect has to do with the definition of reciprocal interdependence. The example

given for reciprocal interdependency is in fact an example of two serial interdependencies,

one of operations in relation to maintenance, and one of maintenance in relation to

operations. Why is mutual adjustment suddenly seen as being necessary for two sequential

relationships where planning was sufficient for one? The most likely explanation is that

Thompson’s example of reciprocal interdependencies is not correct. However, what is

reciprocal interdependence? The only thing that can be suggested is that a reciprocal 

relationship refers to an unsolved problem similar to the previously described coupled design

parameters within axiomatic design. 
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Problems with interdependencies become more serious if multiple interactions are considered

separately. One can also question what exactly is meant by pooled interdependence in the

original definition by Thompson. This is not the place to pursue these questions. It can,

however, be concluded that Thompson’s work provides fundamental insights, though the

theory of interdependencies needs major updating if it is to be of more utility. Thompson’s

constructs will thus not be literally applied, nor its coordination mechanisms. Instead, what

can be learned from the previous sections will be formulated and applied during the remainder

of this research.

3.1.6 Lessons

The next chapter will illustrate what recent approaches in product development have in

common with the classic perspective. The following issues should thus be kept in mind during

the remaining chapters.

· Interaction between tasks by definition requires coordination effort.

· Innovative companies have to deal with a great number of specialized tasks and conse-

quently coordination is essential for performance.

· For these companies it is of crucial importance to find organizational structures that

facilitate coordination effort. To that end theory advises that for the purpose of speed and

efficiency the companies should arrange their work into semi-autonomous tasks.

· Coordination between these semi-autonomous groups of tasks is referred to as system-

level coordination.

· Goal-setting is an efficient means of achieving coordination across tasks. Matching goals

are specified at a relatively high level of abstraction and the details can be performed in

isolation by separate units or individuals.

· When it is not possible to apply goal-setting, considerably more effort is needed to

integrate the tasks, i.e. mutual adjustment.

· In order to understand the coordination problem it is essential to clearly distinguish what

needs to be coordinated from how coordination is achieved.

· All that can be said about appropriate coordination mechanisms is that the characteristics

of coordination will depend on the conditions that are included in an interaction. The more

contingencies an interaction contains, the more effort is needed to integrate the tasks. It

is more difficult to find appropriate conditions for the tasks, and the more conditions are

included the higher the probability that some conditions will not be met.

Note that the above remarks on Galbraith’s theory have been combined with Thompson’s

insights. The following chapters will refer to characteristics of coordination as the extent to

which goal-setting can be applied.
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3.2 Organization of design project
So far, the perspective of interdependencies between tasks has been described and it has been

pointed out that the structuring of tasks is an essential variable for effective and successful

organization. In the present section, recent literature that shows that a perceptive under-

standing of design team task structures offers a promising way of improving the performance

of design teams will be discussed.

An explicit view of task structures is a relatively new concept within innovative environ-

ments due to its reputedly unique and unpredictable character. The specific characteristics of

innovative environments will thus need to be described. Four different types of innovation

projects will now be described, and it will be argued that these represent ‘incremental’ types

of innovation. There will then be a brief exploration of the characteristics of design teams and

common organizational practices, and this thesis’s particular focus delineated. Design

Structure Matrix (DSM) studies will then be explored, in particular how they are used to

understand and improve system-level coordination during a design process. These studies are

an essential starting point for this research and their strengths and weaknesses will be

described in depth. The following aspects will be considered:

· Innovation projects: their scope.

· Project teams and their characteristics.

· DSM studies.

· Discussion of the DSM approach.

3.2.1 Types of innovation: scope

In general, innovation is associated with creativity, lack of routine, uniqueness, long time-

span, and ‘organic’ structures. While it is logical to speak of structures in manufacturing, it

seems almost paradoxical to analyze structures within the context of product development. Is

it realistic to analyze structures in design processes, and if so, in which particular situations?

In which situations it makes sense to analyze design project structures will be set out below. 

Finding answers to the above questions is only possible if it is realized that not all design

projects are equally innovative. Some involve the introduction of a radical new concept and

others deal with refinement of an existing design. Henderson and Clark (1990) have identified

four major types of product innovation based on two aspects. The first addresses the 

newness of the interactions between the building blocks of the product to be designed. 

The second relates to the newness of the core concepts of the building blocks. As shown in

Figure 3.1, this results in four types of innovation: incremental, modular, architectural, and

radical innovations. 

Radical innovations implement new interactions and new product core concepts and are

the most unique. This type of project involves new and uncertain operations and attacks the

usefulness of established organizational working structures. Henderson and Clark describe

the task faced by the project team as the generation of a new and appropriate working

structure by trial and error during the operation. Hence, tasks and task structures are very

difficult to analyze where there is radical innovation since these are subject to constant

changes. However, if one moves to the bottom left corner of the Figure, the underlying

structures of the design projects become more clear and stable. The more innovations can be

characterized as incremental the more it makes sense to talk about more or less efficient

working structures since the identified structures remain valid for a relatively long time

(Eppinger et al. 1994, Gulati & Eppinger 1996, Smith & Eppinger 1997a, Smith & Eppinger
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1998, Smith & Morrow 1999). Nowadays, innovation projects are viewed as having virtually

the same merit as incremental ones. Due to speed and efficiency demands, companies are

deliberately applying platform strategies (Meyer & Utterback 1993, Meyer et al. 1997) with

more frequent but smaller increments of innovation. The success story of the Sony Walkman is

a prime example in this context (Sanderson & Uzumeri 1995). Furthermore, by nature, organ-

izations tend to embrace existing products as a basis for new innovations. In Chapter 4 this

will be dealt with in depth.

It should be noted that the categorization presented here is mainly applicable to modular

architectures since for integral architectures both dimensions of the classification seem

strongly coupled. Nevertheless, the distinctions are important because they provide some

direction in deciding to what extent it is useful to analyze the task structures of design

processes. In the following, the modeling of design tasks will be addressed further and placed

in the context of incremental-like innovations.

µ Figure 3.1 Different types of innovation according to Henderson and Clark

3.2.2 Design project teams

The object of this study is the organizational structure of design project teams. These 

teams need to handle a large set of interrelated design tasks in order to achieve their overall

goal – a new product. A brief description of design teams in general will now be given and 

the reasons for system-level coordination will form the focus of further attention.

As speed and functional integration become essential, many successful product

development organizations have begun to work with project teams shaped according to a

matrix structure. Matrix organizations combine the features of functional and process

(project) organization. Organizational members are grouped according to the project they

work on, and the functional area they represent. Consequently, each project member has two

supervisors: the functional manager, and the project leader. This has recently become popular

because it emphasizes operational flow and gives project management more priority than

functional departments. These so-called heavy-weight project organizations have resulted in

successful performance in the automobile and electronics industries (Wheelwright & Clark

1992, Baldwin & Clark 1997, Ulrich & Eppinger 2000).
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Inspired by the Concurrent Engineering approach, communication across the members of a

design team is facilitated to a considerable degree. Designers work in close collaboration,

phases are overlapped, much of the coordination is lateral (Galbraith), and several

engineering tools are in common use. These tools include Design for Manufacturing, Quality

Function Deployment, and Failure Mode and Affect Analysis, and they stress the importance

of and guide the integration of many design decisions, though obviously it is up to the

engineers themselves to carry out the integration activities.

The size of a project team depends critically on the size and complexity of the product to be

designed. For products such as automobiles, laptops, and electric shavers, a considerable

number of engineers are required to get the job done. Large overall project teams are generally

split up into smaller design teams that are each responsible for a part of the design work. In

these cases it is not only important to coordinate all the work within a design team, it is also

essential to compensate for the fact that these sub-teams behave as though they are fully

independent. The interactions between the design teams have to be effectively managed to

achieve the right overall design. According to classic organization theory, this is defined as

system-level coordination. McCord and Eppinger (1993) refer to this integration problem as

Concurrent Engineering in the large, and is illustrated in Figure 3.2. The figure depicts a

laptop design project that is divided over four design teams. The designers within the teams

need to put a great deal of effort into overlapping stages and integrating activities (i.e.

Concurrent Engineering in the small), and between the teams particular attention is required

to integrate them into a whole.

µ Figure 3.2 Concurrent Engineering in the large for a laptop based on McCord and Eppinger 1993

Attention will now be directed at an analysis of system-level coordination within large design

teams. As will be shown later on, system-level interactions are often poorly understood within

design teams but have a crucial impact on project performance. It will be argued that

increased understanding of system-level coordination within product development is an
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excellent way of improving project performance based on available organizational theories.

In section 3.1 it was mentioned that classic organizational theories argued that 1) efficient

organizational structures that minimize the need for system-level coordination are available,

and 2) appropriate coordination mechanisms have to be applied to manage interactions

between tasks.

These insights will be applied following an overview of tasks and related interactions

within the design project. The DSM approach that provides a means of clearly depicting

structures in design will now follow, and based on this, options to improve the design process

will be generated. 

It should be noted that from this point on, an organization will be considered a design

project. Accordingly, the term ‘organizational unit’ (used in the classic theories) will refer to

a design team that is a part of the design project team.

3.2.3 Design Structure Matrix studies

Design Structure Matrix (DSM) studies highlight the fact that decomposition of a design

project into smaller tasks is a variable of considerable managerial importance within product

development and in particular for large and complex design processes. They suggest that

deliberate coordination of interacting tasks is an issue of paramount importance and

generally form the basis for improved project performance. DSM advocates firmly believe that

a comprehensive and precise understanding of the flows of information between the tasks of

a design project is essential. They provide detailed models showing why and where coordina-

tion is required, evaluate the efficiency of the project as a whole, and generate advice that can

be used to improve future design projects.

The concept of DSM was introduced relatively anonymously in the early eighties by Steward

(1981). After Von Hippel (1990) suggested that partitioning the design process is a decision

that will heavily impact on design process efficiency, the idea attracted more attention. In the

mid to late nineteen-nineties, the DSM studies by Smith and Eppinger (Eppinger et al. 1994,

Smith & Eppinger 1997a, Smith & Eppinger 1997b, Smith & Eppinger 1998) forced a break-

through in management science. Recently, the DSM homepage claimed that the models have

been applied to many issues and it is expected that they will gain even more popularity in the

coming years. One simple reason for the high recognition is perhaps that many academic

researchers in operations management have shifted their attention towards product

development and they frequently prefer the DSM models because of their suitability for quan-

titative modeling and optimization. A more fundamental and qualitative reason is that the

DSM approach gives some substance to conceptual organizational theories, which makes it an

attractive instrument for real-life cases in general. This is the line that will be followed here

when considering the DSM approach.

The major advantage of DSM is that it provides an overview of the structure of design tasks.

How DSM studies in general collect their data and model these in a matrix will be described,

as well as the range of applications for which design structure matrices are suitable. Studies

that address the decomposition and integration decisions of large and complex design

processes will be focused on. The features of this approach will be summarized first, and its

benefits, limitations and criticism described. The ultimate aim is to arrive at an approach that

relies on DSM’s strengths. The reasons for rejecting some elements will be expanded on in the

ensuing chapters. 
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Documenting tasks and interactions

DSM studies model design tasks to be performed during a design process, and document the

required flows of information between the tasks. This data is collected retrospectively by

interviewing project members and management. The first step in the approach is documenting

all of the tasks that need to be performed by the project members. In the next step, the inter-

viewees are asked the following questions: ‘Which task(s) provide information necessary to

perform your task?’, ‘How often do you need to get technical information from other tasks in

order to complete your task?’. Tasks are thus modeled as transformations of information, and

interactions are defined as exchanges of information between the tasks (in the perception of

the interviewees). 

Next, the data are captured within a matrix. The tasks to be performed are arranged in

identically labeled rows and columns in the matrix. In turn, the DSM elements represent the

interactions (input and output of information) between each possible pair of building blocks.

More precisely, element (i,j) indicates whether task i requires the output of task j in order to

be performed. Figure 3.3 illustrates 9 design tasks in an arbitrary design process. The task 4

column indicates that tasks 5, 7, and 9 need input from 4 as a condition to be performed.

Consequently, interdependence between each task pair (a,b) can be characterized as:

· Independent: Neither task is involved in an interaction. Note that pooled dependencies are

not included here.

· Dependent: Task a requires the output of task b (or vice versa). This corresponds to

Thompson’s sequential interdependence.

· Interdependent: Task a needs information from b, and b requires the output of a,

comparable to Thompson’s reciprocal interdependence.

µ Figure 3.3 The Design Structure Matrix

Applications

In general, DSM applications can be arranged into two categories (Smith & Morrow 1999). The

first category is that of the scheduling of design tasks and the identification of iteration in

design; the second is that of the decomposition and integration of large design projects.

Scheduling and iteration

The first category will be very briefly described. The models analyze the throughput times of

design processes by identifying reciprocal interactions, and estimating the time that is

needed to execute the corresponding iterating design tasks. Smith and Eppinger modeled the
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design tasks for an automotive brake system and concluded that an analysis of design

iterations was able to provide an accurate estimation of duration and potential variation in

lead time. Alongside this, familiar (or extended) models focus on concurrency, moment of

overlap, costs, clustering and scheduling of strongly coupled tasks. Smith and Morrow (1999)

and Krishnan and Eppinger (Krishnan et al. 1997) demonstrate that concurrent execution of

tasks in order to speed up the design may have contradictory results. They showed that too

much overlap of tasks, even those that by nature are sequentially related, may cause

repetition of work and slow down the design process. These studies generally suggest two

means for improvement – reduction in the number of iterations, or speeding up the iterations.

The second category of applications is that of the decomposition and integration of large

design projects and will now be described and discussed.

Decomposition and integration of large design projects

A few studies have applied DSM models to analyze how a project team is decomposed into sub

teams and how their system-level interactions are managed. McCord and Eppinger (1993)

modeled a situation involving the design of a laptop (see Figure 3.2) and created the DSM

shown in Figure 3.4. They identified the design teams and their main design tasks and

documented the corresponding exchanges of information. All of the flows are illustrated in a

DSM and provide an overview of the required information transfers across the whole project.

For a design project involving a small block V8 automotive engine, such a representation

provided a sound basis for improvement of the design process. 

First, project team understanding of their system-level coordination needs was increased.

Management was made structurally aware of the importance of the decomposition decision for

the project as a whole. Prior to the analysis, their understanding was based on intuition and

past experience alone. Furthermore, engineers started to take more conscious notice of how

their work impacted on the overall process, or how their work could be affected by other tasks.

Second, the representation resulted in structural ‘Thompson-like’ recommendations. The

process could be improved if:

· Teams were regrouped around the most dependent tasks such that these could be adjusted

mutually.

· Appropriate coordination mechanisms to handle the remaining system-level interactions

were suggested. Formal coordination modes are proposed as an alternative for relying

completely on informal coordination and expecting designers to continuously supervise

the process. McCord and Eppinger refer in this context to task forces, liaison roles,

management hierarchy, and so on.

Alternatively, Eppinger et al. (1994) have advocated manipulating the existing set of 

interactions in order to ‘delete’ some system-level interactions and to reduce the need for

coordination. All of the DSM advocates argue that these suggestions will have a strong

positive effect on the quality and speed of the design project. Quality will improve since the

sub-problems will be better integrated, and development time will decrease since interactions

are better managed and parallel processing is facilitated.

It is also important to note that the suggestions are not actual improvements. They in fact

show how an already finished project could have been managed better. They must be

interpreted as valuable lessons learned that can be implemented in similar incremental design

projects in the future.
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µ Figure 3.4 DSM of system-level communication between design teams (adapted from McCord 

and Eppinger)

3.2.4 Discussion of the DSM approach: strengths and weaknesses

This section will discuss the DSM philosophy and focus on its ability to model and improve

system-level coordination. It will start with a summing up of its advantages and end with what

could be regarded as some serious limitations.

· The strength of DSM is its clear overview of tasks and interactions and its suitability for a

wide range of structural analyses.

· The approach links the technical transfer of information to organizational consequences,

where this relationship is often ignored. It highlights the crucial issue of decomposition

that is generally poorly understood, and managed on intuition or previous experiences.

· The general understanding and consensus about all flows within a project team is an

important aspect that, in addition to organizational theories, will in itself trigger

improvement.

· The clear representation provides an incentive for applying (classic) organizational

principles at a highly subtle and detailed level such that it has high practical and

theoretical relevance. The organizational theories themselves provide valuable insights,

but are too conceptual to be of direct support in practical situations.

· The DSM philosophy is based on the idea that options for improvement always need to be

placed within the actual context of the problem. This is an essential element, and more

realistic than prescribing ‘optimal’ ways of working without detailed understanding of the

current situation.

Despite the undoubtedly strong features of DSM, it also has some serious drawbacks. The

validity of the interactions measured is open to doubt, and it is hard to see how the current

analyses are able to actually support and direct future improvements.
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In the following, three characteristics that a DSM analysis should ideally possess to be valid

will be noted; these will be of use for future design projects. There will then be a critical review

of DSM research to establish whether the criteria can be met.

First, the following criteria can be identified:

· The interactions that are measured should be valid. Each documented interaction should

be generally understandable and non-subjective.

· Ideally, it should be possible to deduce which specific characteristics for coordination

match each documented interaction. This will help provide a clear explanation of the coor-

dination efforts in a ‘current’ design project, and help to suggest appropriate coordination

devices.

· In order to actually implement improvements one obviously needs to know how an

interaction can be manipulated (by what decisions), and to what extent an interaction

structure can be changed, if at all.

Second, a major drawback in current DSM research is that exchange of information is based on

a much too general definition of interaction to be able to improve practical situations.

· The construct ‘exchange of information’ is very broadly interpretable, and it is difficult to

know whether everybody is talking about the same interactions. There may be many factors

that may cause a (perceived) exchange of information. Since the underling cause of an

interaction is unclear, the gathering of interaction data may be affected by the focus,

background, perception of the interviewees and the moment of interviewing

(Staudenmayer 1999, Oosterman ). McCord and Eppinger, for instance, claim that different

interviewees had different opinions about information exchange between the same tasks.

Moreover, documented interaction patterns may not only refer to work flows, but also to

functional learning or friendly communication (as described in 2.1.). Despite most studies

clearly stating that they refer to work flows, it seems very likely that the various types have

been mixed up by the interviewees. To sum up, the validity of the measured interactions is

thus questionable.

· DSM models do not clearly distinguish what needs to be coordinated from the coordination

activity itself (how do we coordinate?). This distinction is needed to understand the reason

for coordination and to be able to deduce the specific characteristics for coordination (see

the discussion of Thompson’s work in section 2.1). However, DSM models model coordina-

tion activities as information transfers between tasks or teams, so it is difficult to

distinguish between interactions and coordination within the current conceptualization of

interactions. This raises many questions. Does an interaction imply the need for coordina-

tion, or is it the result of a particular coordination activity? Which interactions are

embedded in the underlying structure of the design problem, and which are caused by the

specific way that the project team works? What happens when an interaction is ‘deleted’?

Is it a coordination activity being deleted, or a need for coordination? Despite DSM studies

seeming to first model interactions and then propose coordination mechanisms, these

features are in fact hard to distinguish, which hampers validity and interpretation.

· In line with the previous remark, it is not possible to define which conditions are included

in an interaction (they all refer to information). As a result, the specific characteristics (i.e.

level of detail) of coordination mechanisms cannot be deduced (see the discussion about

Thompson). Furthermore, it is completely unclear how (by means of what decisions) an 
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interaction can be manipulated, or to what extent an interaction structure can be changed,

if at all (given the company’s policy). Moreover, given the vague definition, it even is ques-

tionable whether a specific interaction will ever return in a future set.

3.2.5 Summary

In Chapter 1, this chapter’s objective was formulated as being to examine how management

science represents system-level coordination within design processes, and which classic 

organizational principles are available to improve system-level coordination.

Accordingly, it has been shown that classic organization theory states that within product

development situations it is advisable to group the design work within semi-autonomous

groups of design tasks that can each be handled by a separate organizational unit (design

team). As a logical consequence, great emphasis is placed on system-level coordination

between the organizational units. A hierarchically higher unit should handle those issues that

are beyond the scope of each of the single units, and lateral exchange of information between

the units is advocated.

Inspired by Galbraith, it has been suggested in particular that the approach of goal-setting

is an effective means to achieve coordination. The goals of two units have been specified at a

relatively high level of abstraction, such that the detailed actions can be performed in relative

isolation by each team separately. If for some reason it is not possible to apply goal-setting,

intense coordination effort between the teams is required. Thompson argued that in order to

indicate which coordination mechanisms are appropriate, the characteristics of the interac-

tions between the tasks have to be considered. The more conditions included in an

interaction, the more difficult and intense the corresponding coordination becomes. Hence

knowledge of the characteristics of the system that has to be coordinated provides

information about which coordination devices can be applied. 

The second section illustrated the DSM approach that documents exchanges of information

between design teams. Based on a matrix representation that depicts the design teams and

their exchanges of information, a clear overview of the system-level coordination problem was

provided. This detailed modeling forms the basis for detailed understanding of where system-

level coordination is required between teams, and provides an incentive for generating

options for improvement. Constructing more independent groups of tasks (in order to reduce

the need for coordination), or applying appropriate coordination mechanisms to handle the

interactions are some of the options suggested. They must be considered lessons learned that

will improve the performance of future design processes. In the discussion, however, it was

concluded that these models only have a limited capacity to make a proper analysis. The way

the interactions between teams are modeled (exchange of information) is much too broad to

achieve a clear understanding or to suggest clear options for improvement. This means that

the above-mentioned classic theories are of little practical use.

The next chapter will examine the issue of product architecture and look for ways to enrich

the DSM way of modeling.
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4 Coupling Product Architecture 
and Organization

Although product architecture and design task structure are often considered separately, they

have a considerable impact on each other. In this chapter, the architectural and organiza-

tional pieces of knowledge will be brought together and suggestions made for pieces that

need to be added such that both scholars and practitioners will eventually benefit from the

coupling of expertise relating to the two areas.

Since architectural knowledge available in engineering design was first described,

followed by the organizational aspect of design processes, architecture and organization will

be linked in the same order. How a particular architecture affects system-level coordination

during a design process will be explored. It will be argued that comprehensive knowledge of a

particular product architecture has the potential to be able to explain system-level coordina-

tion and to identify effective measures for improvement (in line with the prior discussion of

the DSM approach).

It should, however, be noted that this is not the only way to explore this relationship.

Alternatively, product architecture may also be analyzed as being the result of an established

organizational structure. In fact organization and architecture are strongly interrelated,

despite the fact that the usual focus is on how architecture affects the organization and not

the other way around. The following approach will be taken.

It will first be argued that effective companies describe their design work in terms of the

architecture of a product, an important premise for the rest of the research. Second, general

research into the relationship between architecture and organization will be explored. Third,

how the DSM models of Chapter 4 may be strengthened by a detailed representation of inter-

actions between product building blocks (Chapter 2) will be described. This will be done using

a description and discussion of the study by Pimmler and Eppinger (1994). Fourth, the other

side of the coin (how organization affects architecture) will be dealt with to ensure that the

parallels are correct. Finally, the above research will be discussed and reviewed in the light of

what has emerged from the previous chapters. The approach to be taken in the following

chapters will be outlined, and the research goals relating to these chapters formulated under

the following headings:

· Organizing tasks around building blocks.

· The consequences of architecture for coordination.

· Detailed analysis of architecture and system-level coordination.

· The consequences of organization for architecture.

· Formulating the problem.

4.1 Organizing tasks around building blocks
Product development processes and the problem-solving structures associated with them

correspond to a large degree to the structure of the product to be designed (Simon 1981, Von
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Hippel 1990, Wheelwright & Clark 1992, Gulati & Eppinger 1996). This relationship will be

apparent if it is realized that the lion’s share of tasks reflects the design of a piece of the

product. Though the design tasks can still be organized into many possible forms, it can be

argued that effective organizations in competitive environments group their design tasks

around a product’s building blocks. A combination of two prior concepts (often considered

separately) makes this plausible. The first is that of interactions between the building blocks

of a physical product. In Chapter 2 it was demonstrated that with all products, the interactions

between a product’s building blocks are generally weaker than the interactions within the

building blocks. This characteristic becomes more dominant as the amount of modularity of a

product increases. The second concept is that of the classic paradigm of effective organiza-

tion. Chapter 3 showed that organizational theory advises structuring tasks into semi-

autonomous groups of tasks in order to minimize overall coordination effort and increase

speed. This is especially useful within competitive environments (Thompson 1967, Galbraith

1973, Mintzberg 1979). To sum up, effective design projects strive to allocate the conception

of each building block to an organizational unit solving all interactions within the block. This

is depicted in Figure 4.1. Novak and Eppinger (1998) noticed recently that effectively

performing firms in the automotive industry have a good fit between organizational structure

and the structure of the product. Moreover, several authors have claimed effectiveness for

organizational structures that mirror the product architecture (Henderson & Clark 1990,

Gulati & Eppinger 1996, Novak & Fine 1996, Sanchez 1999a).

µ Figure 4. 1 Reflecting product architecture within the organization

Assuming that the organizational structure mirrors the building blocks, the interactions

between the blocks become of prime importance. The next sections will discuss how product

architecture affects the organizational structure, and system-level coordination in particular.

Research that takes place at a relatively high level of abstraction will first be discussed, and

then the very few studies that link the two at a detailed level will be explored. The converse

relationship (from organization to architecture) will also be addressed.
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4.2 The consequences of architecture for coordination
Interactions between building blocks play a major role in understanding the need for system-

level coordination during a product development project. Some deductions can be made

based on the points of departure in the above section. The more modular the product, the

more the building blocks can be designed in parallel, hence greater speed and greater self-

containment of the organizational entities. Conversely, the more interactions between the

building blocks of the physical product, the more system-level coordination is required to

gear the groups of tasks to each other. The amount and type of interaction between building

blocks thus affects the need for system-level coordination during the design process. Hence,

detailed understanding of this relationship is of considerable managerial importance.

Surprisingly, very few studies have elaborated this concept at sufficiently high levels of detail

(Gulati & Eppinger 1996, Erixon 1998, Sosa et al. 2000).

Novak and Eppinger (1998) conclude that the type of product architecture will determine

the choice of efficient organizational structures facilitating required system-level coordina-

tion effort. They found that building blocks of integral products can best be designed in-

house in close cooperation with all designers since corresponding interactions require

intense, product-specific, and frequent coordination. Alternatively, modular products need

much less system-coordination and outsourcing the design of the building blocks is a feasible

option. Companies that apply outsourcing strategies in combination with integral product

architectures generally perform much more poorly than firms which match product and 

organizational structures.

Henderson and Clark (1990) illustrate the crucial role of communication channels between

the organizational entities responsible for the design of a building block. An examination of

architectural innovations in the photolithography alignment industry shows that coordina-

tion mechanisms have to closely match the characteristics of technical interactions between

the building blocks. Cases in which coordination did not manage the interactions sufficiently

well cause painful situations. The authors mention that there is little need to lay emphasis on

interactions within the blocks since these were naturally managed within each unit and have

less effect on the whole.

Staudenmayer (1999) expands what is known about particular coordination mechanisms

in product development projects. She has shown that the type of product architecture 

will affect the intensity and type of coordination strategy. She analyzed a number of 

software design projects and categorized them into three architectural types: modular,

hybrid, and integral.

For the modular cases, project members expended relatively high amounts of effort in

making up-front architectural and organizational decisions. During the course of the project,

there was high and standardized focus on specification of interfaces, strict ownership, and

smooth day-to-day coordination. For the hybrid architectures, there was also a high focus on

up-front decisions. However, these were restricted by broader contingencies preventing the

choice of modular structures. During the design process some strong interactions between

blocks were identified, documented and structurally communicated. Change protocols were

strict and standard and frequent ad hoc coordination was required. The integral projects

typically included few up-front considerations, yet involved a strategy of reacting to new

situations during the design process without discussing overall effective structures.

Interfaces were not standardized, interactions were solved informally, specifications were

flexible and changing, and members felt they were spending too much time and energy in
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coordination and solving local conflicts. Overall there was tentative evidence that integral,

locally responding projects performed more poorly (time, cost, quality) than the other two

categories. Furthermore, the modular projects tended to be the best performers, but these

findings were less readily interpretable.

Though situated in a software environment, these results suggest a match between archi-

tecture and specific devices in order to achieve coordination. Nevertheless, understanding of

architecture and specific modes of coordination remains limited due to lack of clear illustra-

tion of the architectures of the elaborated products. The only feature that is described is an

estimation of the amount of modularity of a product, without regard to the blocks or interac-

tions. As a result the coordination activities are explored in great detail but the interactions

are not. This hampers the finding of answers to more subtle but highly relevant questions: Are

the differences between the coordination approaches a necessary consequence of the charac-

teristics of specific interactions or not? Did the team members involved in the integral projects

examined work in a less structured and effective fashion than is possible for the type of inter-

actions, or is a reactive way of working inherent to the interaction structure? Furthermore,

what are the reasons for a particular architecture, and what specific broader contingencies

underlie these? 

The above study thus gives rise to very interesting insights, but in order to obtain a deeper

understanding (and to be of use for improvements) a more detailed representation of the

particular product is needed.

To sum up, the studies described above reveal some important general principles:

· Technical interactions between building blocks call for system-level coordination.

· System-level coordination is a crucial aspect with respect to the performance of design

projects. Interactions within design teams are much more naturally managed than the

interactions between these.

· Different types of architectures match different coordination devices.

4.3 Detailed analysis of architecture and system-level coordination 
It was noted above that the described studies analyze particular architectures at too high a

level of abstraction to provide a basis for organizational improvement. For more detailed

understanding, research available within engineering science and management science has

to be sought. The problem, though, is that these are two separate streams and communication

between them is rare. An exciting exception, however, is the work of Sosa and Eppinger

(2000) who recently applied a taxonomy of interactions (see Chapter 2.3) to building blocks

in an organizational context. Their approach has similarities with our research goals. Their

work is thus a potential source of information and as such will inform the formulation of the

problem at the end of this chapter.

4.3.1 Sosa and Eppinger: main idea

Sosa and Eppinger link documented interactions between the building blocks of a product to

the documented exchange of information between groups of designers. This is depicted in

Figure 4.2. In fact, they combine of the two features that have been described in the foregoing

chapters. The first is that of representing product architectures as an illustration of different

types of interactions between physical building blocks, as described in Chapter 2. The

taxonomy (after Pimmler & Eppinger, 1994) is comprised of energy, material, information,
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structural, and spatial types of interaction. The second facet includes the documentation of

exchange of information between organizational units each facing the design of a building

block during the design process. The overall patterns of information flow are structurally

documented in a DSM as described in section 3.2. 

For a single case study of a design project involving construction of a large aircraft engine

and consisting of 54 components and 54 design teams, Sosa and Eppinger matched the inter-

actions between 8 aggregate building blocks to system-level exchange of information

between 8 corresponding groups of design teams.

µ Figure 4.2 Mapping the product on the design process

They found that in an average of 78% of the cases, an identified technical interaction 

(no matter what type, or number of interactions) between the blocks corresponds to 

actual system-level exchange of information during the course of the design process. The

remaining 22% included cases where known interactions were not matched by system-level

communication or cases where reported system-level communication did not correspond 

to documented interactions. 

Without examining the detailed findings of this paper this would suggest that measuring

interactions between building blocks has a high potential for clarifying the relationship

between architecture and system-level coordination. Their approach will be discussed below.

4.3.2 Discussion

Compared to the earlier discussion of DSM, this approach clearly distinguishes what needs to

be coordinated (interactions between building blocks) from how coordination is achieved

(the communication patterns between the design teams). For any product, it is easy to

indicate where exactly interaction occurs and thus between which design teams coordination

is required. On the other hand, however, the study offers limited understanding of specific

coordination activities and gives limited insight into how future design processes can be

improved. Despite in-depth technical knowledge of the product, the analysis does not result

in a detailed understanding of interactions and system-level coordination. A number of

remarks related to that concept can be made.

First, Pimmler and Eppinger do not translate the number of interactions between two

blocks into differences in the amount of communication. The analysis only takes into account

whether there is a zero or non-zero number of interactions. Two blocks that have an energy,
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material, and a spatial type of interaction are modeled in a similar fashion to two blocks that

only have an energy type of interaction.

Second, it is left undecided whether a particular type of interaction by its very nature

requires more or less coordination effort. Sosa and Eppinger (implicitly) consider each type as

having similar consequences. Pimmler and Eppinger (the instigators of the taxonomy)

suggested, however, that one type of interaction may have a different effect on coordination

effort than another. However, they qualify this by saying that it is not possible to make a

logical statement about whether (for instance) a spatial interaction requires more exchange

of information than an exchange type.

Third, investigating whether each type of interaction imposes a specific coordination

approach between design teams may produce interesting results. In Chapter 3 for instance,

the goal-setting approach is introduced. These aspects have not yet been considered in this

study, and as argued in the previous remark it is not possible to abstract such information

from the current taxonomy.

Fourth, how the present analysis is able to suggest improvements to the design process

under study (in line with the DSM philosophy) is a question that must be asked. This is

difficult to find out based on current interaction constructs. For instance, with the spatial type

of interactions it is very difficult to understand from where improvement can be expected to

come and how the interactions can be manipulated (in order to reduce the need for system-

level coordination). Is a spatial interaction a consequence of a specific (fixed) interface, a

result of a side effect, or because two blocks together fulfil a function (and adjacency is

required). This cannot be deduced, and this in turn hampers a thorough understanding.

Although Sosa and Eppinger probably did not aim to find answers to the above and it is

probably impossible to find a solution for all the issues, the point is the centrality of the

applied taxonomy of interactions. It is all about whether the types of interactions represent

architecture in such a manner that it enables a useful analysis. This applies, in fact, to any

kind of analysis. With this research, the kind of answers obtained regarding the consequences

of organizational architecture were determined by the information included within each type

of interaction. The papers by Sosa and Eppinger and by Pimmler and Eppinger pay remarkably

little attention to the foundations of the taxonomy. As argued above, it is difficult to

understand clearly what causes each interaction (especially spatial), how each type responds

to coordination efforts, and how each type can be manipulated.

Hence, if one wants more than just an indication of whether exchange of information

between teams is necessary or not, a close look needs to be taken at the interaction constructs

that are being applied. In the formulation of the problem at the end of this chapter, it will be

argued that measuring interactions between building blocks has a high potential for making

the role of architecture within engineering science transparent, yet the need for a reconsid-

ered taxonomy is also obvious.

In Chapter 5 a new taxonomy will be proposed, and the current taxonomy reexamined.

Attention will also be paid to whether this taxonomy is sufficient for the purposes of analysis.

Before doing so, some light must be shed on how organization effects architecture. The line

this research will take will then be addressed.
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4.4 The consequences of organization for architecture
In this section the relationship between architecture and organization will be viewed from the

opposite direction. While this is not the main focus of this research it may serve to show to

what end the representation of a particular product architecture is useful for future products.

A more thorough explanation of the feature of incremental innovations as described earlier in

section 3.2.1 will, in fact, be given.

What is known about how established organizational forms affect the structure of products

is largely based on the work of Henderson and Clark. They build upon two concepts that are

important for understanding this effect. The first is that technical evolution is generally char-

acterized by a period of enormous experimentation followed by a particular design becoming

dominant and accepted. As a result, the range of subsequent design projects takes the major

decisions of building blocks and interactions as given, and the corresponding design teams

have very similar task structures.

Their second argument is that organizations build their knowledge and structure around

the recurring design tasks for each incremental innovation. In effect, the architectural

knowledge tends to be implicitly embedded in communication filters and problem-solving

organizational strategies. As tasks become more stable, organizations create filters that allow

them to identify immediately the most relevant pieces of information from the enormous

diversity of available information. For instance, communication channels between designers

of a driving unit and a power unit will be shaped in such a way that they effectively handle the

critical interactions and ignore all irrelevant information. The engineers of the driving unit

are interested in the specifications of the energy supplied but do not need to know the color

of the power supply. Organizations create information filters that reflect prior knowledge of

interactions, and in this way deal efficiently with the enormous complexity of available

information. Similarly, people familiar with the city of Groningen will probably recognize that

years of experience of traveling by bike is no guarantee that you will find your way by car

(without a fine for violated one-way signs). Traffic signs meant for cars do not apply to cyclists

and are not noticed by them. This works effectively until new situations appear. In line with

this, in the previously described study, Sosa and Eppinger found that system-level communi-

cation could be better predicted with ‘integral’ (relatively few internal interactions) blocks

than with ‘modular’ (relatively few external interactions) blocks. They argued that designers

of ‘integral’ blocks are far more used to managing incidental interactions with other blocks

than designers of ‘modular’ blocks. 

In fact, past products have strongly affected the organizational structure and habits of

companies. In turn these experiences significantly impact on the design of future products.

As Simon argues (Chapter 2.1) problem-solving strategies are shaped by previous experience

that led to successful solutions. The established organizational structure with specialized

tasks and filtered information will therefore greatly influence the structure of newly designed

products. Organizations with a dominant design thus develop organizational boundaries,

which are beneficial when similarly structured products undergo innovation, which in 

turn strengthens the established boundaries. This effect hampers more radical innovations 

to a considerable degree and stimulates the dominance of a particular architecture.

Henderson and Clark showed that changing an architecture is extremely difficult and 

requires painstaking care. New interactions between blocks require new filters and 

implicit knowledge, but changing the corresponding capabilities of the firm is extremely

time-consuming.
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There is doubtless much more literature on communication filters, problem strategies 

and evolving organization. However, that mentioned above gives rise to the following 

two concepts:

· A thorough understanding of an existing product architecture is very likely to be useful for

future derivative products.

· When it is proposed that an architecture be changed (i.e. to achieve organizational

benefits) it is extremely important to understand what the established interactions look

like, and not just to propose a new architecture.

4.5 Formulation of the problem
By this point it will have become clear that product development projects usually involve a lot

of people whose work is characterized by frequent interactions. The management (coordina-

tion) of these interactions is of crucial importance for the effective performance of company

design projects. There has been a particular focus on large project teams that are split up into

smaller design teams and where there was a need to manage the remaining interactions

between the teams. Chapters 3 and 4 examine a number of papers that had found that system-

level coordination (coordination of interactions between design teams) is an essential

variable for a project, and in many cases is a factor that can be significantly improved. The DSM

approach (described in Chapter 3) showed that system-level coordination can be analyzed

based on a subtle understanding of how the project team is decomposed into (interacting)

design teams. A clear overall representation of the flows of information between design teams

enables improvement of design projects in the following two ways:

· By applying appropriate coordination mechanisms to manage the existing interactions

between the design teams.

· By reducing the number of interactions between the design teams in order to facilitate

system-level coordination. This can be accomplished by a restructuring of existing tasks,

or by manipulation of the interactions.

These ostensibly clear and simple principles seem attractive ways of understanding and

improving design processes. However, in the final part of Chapter 3 it was argued that the

current DSM models are only capable to a limited extent of making a correct analysis and

useful options for improvement were suggested. The major point of criticism is that the

interaction construct (exchange of information) is much too broad since it lacks a clear

indication of the underlying causes for interaction. It is therefore difficult to deduce

appropriate coordination mechanisms and to suggest how an interaction can be manipulated.

Moreover, the sets of interactions are multi-interpretable and there is the serious danger of

interaction and coordination activities being mixed up.

In this research the component of product architecture is added to that of design team

structure. The reason behind this is that effective firms match their design project to the

architecture of a product (see 4.1). This was illustrated using research highlighting this rela-

tionship (see 4.2). It will also be recalled that product architecture can be represented as a

collection of physical building blocks that are involved in interactions of various types (see

2.3). Taking these concepts together, it could be deduced that when design teams mirror

building blocks, the interactions between the blocks must logically correspond to the system-

level coordination needs between the design teams.
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It will now be proposed that instead of modeling exchanges of information between design

tasks, interactions between building blocks should be considered and translated into conse-

quences for coordination. This will produce a clear distinction between the reasons for coor-

dination (the interactions between the building blocks) and the system-level coordination

activities themselves. 

The suggested approach to analyzing a design project is depicted in Figure 4.3. In order to

analyze the system-level coordination of a design process, interactions between the building

blocks of a designed product will be modeled. There will then be an examination (retrospec-

tively) of the system-level coordination activities and these will be reviewed in the light of the

identified interactions between the building blocks. The purpose of this is to show that the

underlying interactions enhance understanding of the system-level coordination activities

that take place within a project team. In turn, this understanding can be used to improve

system-level coordination in two ways:

· By applying more appropriate coordination mechanisms to each type of interaction (this is

shown in the figure as ‘improve coordination modes’).

· By manipulating the interactions between the building blocks such that coordination

needs will be reduced (this is illustrated as ‘adapt product architecture to reduce need for

coordination’).

The two suggested strategies can be applied simultaneously. The results they produce may

also be valid as lessons learned and be useful for future design projects. Based on section 4.4,

it may thus be reasoned that a subtle understanding and analysis of an existing product archi-

tecture provides very useful information for future derivative projects. Finally, it may be

assumed that when the two options are applied to each interaction they will result in better

performance of future design processes. In line with the DSM models, improved interaction

structure results in more speed, higher quality and lower costs.

µ Figure 4.3 Diagrammatic illustration of the suggested approach

It was recognized that a particular product architecture potentially contains a lot 

of information useful for gaining an understanding of what is required for system-level 
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coordination in a design process and for generating options for improving system-level coor-

dination in order to increase project performance, including future performance. The

question remains as to how to place the subtle types of information relating to product 

architecture within a useful conceptual framework. As was concluded in 3.4, it is all about

which types of interactions can be identified so that the most useful interpretation is 

possible. It would seem that the following criteria for representing and analyzing interactions

must be satisfied.

First, each documented interaction between building blocks should be able to be under-

stood in a way that is not dependent on subjective factors, and ideally must be recognizable

such that these can be linked to coordination activities.

Second, it must be possible to structurally deduce which specific characteristics match a

particular type of interaction. Being able to explain what coordination is actually required

during a design process can only be beneficial, also because more appropriate coordination

modes for handling a specific interaction can be suggested.

Third, it must be clear for each interaction how (by which technical decision) an

interaction can be changed. This is needed to suggest options for manipulating an interaction

such that future coordination is facilitated.

To sum up, to achieve a systematic and meaningful analysis it should be possible to define

the interactions such that for each type of interaction it is possible to identify its cause, its

impact on coordination, and the options for manipulation. 

Surprisingly little research is available on this topic. The investigations (both general and

specific) described in this chapter are valuable but lack sufficient detail to be of direct use for

this research. The detailed study by Sosa and Eppinger seems to be the most promising, but it

was concluded that their way of representing product architecture was not sufficient for an

effective analysis. A lot of work remains to be done in both the practical and theoretical

arenas. Accordingly, the following specific research questions have been formulated:

Is it possible to identify various types of interactions between product building blocks such

that it is possible to deduce the qualities of the system-like coordination required by each

type of interaction, to understand the technical reasons for preferring one type to another,

and to see what the options for manipulations are? 

The proposed representation of product architecture will be applied to a real-life case. Based

on the results, how the types correspond to system-level coordination activities will be

explored, as well as the options for improvement they generate. The questions below refer to

the practical validity and usefulness of the proposed representation:

µ Is the representation of the architecture generally understood, and can each interaction be

linked to system-level activities?

µ What system-level coordination activities match each type of interaction, and are the

premises behind the coordination characteristics per interaction type valid? 

It is to be hoped that these findings will ultimately lead to a Thompson-like theory that is able

to identify the consequences for system-level coordination based on a representation of inter-

actions within the product alone.
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µ Does the analysis result in options to improve the design process, and what are these

options?

µ What is the effect of the implementation of these options on project performance, or at

least, how can these be measured in future?

The first question will be addressed in Chapter 5, the case study will then be described and

discussed in Chapter 6 and the study will be summed up in Chapter 7.
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5 Proposed taxonomy

This chapter represents the main contribution of this research to the available body of

research linking architecture and organization. A new taxonomy of interactions between

product building blocks will be proposed, one that can be viewed as linking engineering 

and organizational knowledge. The taxonomy is designed such that the characteristics 

of system-level coordination can be understood, and basic insights into options for 

improving the design process are provided. Broadly speaking, it is a means for understanding

system-level requirements during the design processes by analyzing the structure of an

existing product. The representation of a particular product architecture must trigger 

the generation of more suitable coordination devices that fit particular types of identified

interactions, or suggest how the most difficult interaction can be manipulated in order to

reduce future need for coordination. 

The interaction types that will be introduced are built upon well-known architectural

definitions and constructs. In that sense the taxonomy is not new. However, compared to

available taxonomies the categorization and choice of constructs makes it much more

effective for analyzing and combining available knowledge. The taxonomy and its features will

be introduced according to the following framework:

· Introduction to the taxonomy’s main concept.

· Proposal and discussion of the three types of interaction.

· Linking of each type of interaction to coordination.

· Discussion of the taxonomy.

· Summing up.

5.1 Introduction to the taxonomy’s main concept
To this point, the idea of documenting interactions between building blocks as a useful way of

representing product architecture has been proposed. Identifying the interactions between

all possible pairs of building blocks will provide a clear overview of product architecture.

Moreover it will provide an opportunity for analyzing system-level coordination, if it can be

assumed that the structure of the project matches the structure of the product. Interactions

between building blocks can be considered as the rationale behind system-level coordination,

and understanding such a rationale will in turn promote understanding of what system-level

coordination is actually required.

In the previous chapter it was argued that the effectiveness of such an analysis is critically

dependent on what types of interactions can be identified between building blocks. For a

useful analysis it must be possible to recognize what the technical reason or reasons behind

an interaction are, and by which technical decision(s) an interaction can be manipulated.

Moreover it is essential to be able to deduce the impact of a type of interaction on the system-

level coordination characteristics. The question that remains is what these types look like. For

a solution, this chapter will reexamine and link some of the important findings in Chapters 2

and 3 of this thesis.
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First, Ulrich’s original definition will be looked at anew. According to him, three types of

technical decisions determine product architecture. These can be put under the headings of

functional arrangement, mapping from functions to building blocks, and specification of the

physical interfaces. It will be argued that since these decisions determine architecture, and

architecture is about interactions between building blocks, each of these decisions (and these

decisions only) determines the interactions between building blocks.

This chapter will demonstrate that the role of architectural decisions is to achieve good

integration between the building blocks. In fact, each decision can be interpreted as a set of

conditions, technical and otherwise, that need to be satisfied by the building blocks in order

to create a properly functioning final product. Each architectural decision refers to different

technical conditions and can be thought of as a type of interaction. The proposed taxonomy

must thus facilitate translation of the technical architectural decisions into types of interac-

tions between building blocks. 

This has at least two advantages:

· We will know the underlying reason (which technical decision) for each type of interaction.

· We will know how an interaction (by which technical decision) can be manipulated.

In addition, as will be shown in 5.2 the ‘architectural’ decisions can be used to identify the

coordination characteristics. For each type of interaction it will be decided whether goal-

setting (as specified in Chapter 3) between the teams is possible or not. The main idea here is

that the hierarchical structure of the technical decisions (design goals versus physical

solutions) can be linked to the hierarchical concept of goal-setting (goal or task versus

detailed activities/decisions) between teams. 

In the next section a taxonomy of three types of interactions between building blocks will

be introduced: the functional, the mapping, and the physical type of interaction. These

definitions will be based on the technical constructs as proposed in Chapter 2.3.

Interpretation of the interaction types will be inspired by the prescriptive design methodolo-

gies, in particular axiomatic design.

5.2 The three types of interactions proposed
Under the following headings, the three types of interaction will be described in the order

previously introduced. Each type will be discussed separately. In the discussion the relation-

ship between the types will be addressed.

5.2.1 The functional type of interaction between building blocks

Two building blocks have a functional type of interaction when their functions are connected

by flows of energy, material, or information. Figure 5.1 shows this particular interaction type.

A change to one building block that affects the specifications of its functional output is

sufficient to force a modification of the specifications of the required functional input of

another building block, and vice versa. This interaction type clearly relates to functions that

can be expressed as inputs and outputs of energy, material, or information, and is neutral in

respect to particular physical building block solutions. This interaction type is identical to the

relationships described in the functional scheme of Pahl and Beitz or Ulrich and Eppinger.

However, it differs from the exchange type of interactions of Pimmler and Eppinger since

physical realization is not included.
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µ Figure 5.1 The functional type of interaction

5.2.2 The mapping type of interaction between building blocks

Two building blocks have a mapping type of interaction if they are mapped to the same

function that is not initially decomposable, in line with the discussion in Chapter 2. This type

is illustrated in Figure 5.2 (that is based on the example of Figure 2.12). Accordingly, a

change to one building block that affects realization of the shared function requires a change

to the other building block to properly realize their function, and vice versa. The building

block physical characteristics will together result in a working interrelationship (Pahl & Beitz

1996) that fulfills the function. 

A building block has no mapping interaction if its mapping (from functions to building

blocks) is one-to-one or N-to-one. In these cases, the block fulfills one or more functions itself

without direct interference from alternative blocks.

This type of interaction is obviously derived from mapping from functions to building

blocks (according to Ulrich), and is also similar to the theory of axiomatic design.

Nevertheless, available taxonomies do not distinguish the mapping type of interaction from

the functional one. This distinction will be dealt with in the discussion.

µ Figure 5.2 The mapping type of interaction

5.2.3 Physical interactions

In addition, there are physical interactions between the building blocks since the blocks have

to be physically put together (assembled). In contrast to the previous two types, these do not

directly refer to desired functionality. Three sub-types can be identified: interactions due to a

physical interface, global constraints, or side effects. These are all based on ‘interface

coupling’ that according to Ulrich greatly affects modularity. Figure 5.3 shows the three sub-

types, which are described below.
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µ Figure 5.3 Physical interactions

Interfaces

Two building blocks physically interact if a change to one that affects the other is necessary in

order to realize their interface. This interaction not only refers to a physical connection but

also (where such is relevant) to the physical realization of a functional interaction.

Global constraints

Physical building blocks physically interact if they are subject to the same global constraint.

Accordingly, a useful change to one building block that results in exceeding the global

constraint requires a change in the other block in order to satisfy the constraint. For instance,

each building block has a size, shape, and position, and the use of space excludes the use of

another building block. If the total space is determined (limited) then the blocks interact.

Because all building blocks interact to some extent in this way (they all contribute to weight,

space, and so on) only those useful changes to building blocks that have a significant (to be

specified) impact will be considered here.

Available taxonomies do not include global constraint interactions. Spatial interactions

(Pimmler & Eppinger 1994), or a need for orientation (Sanchez 1999a) can, however, be a

consequence of this interaction type.

Side effects

Two building blocks physically interact if a change to one block that affects its side effects

requires a change to the other in order to function correctly. Building blocks generally

generate heat, vibration, magnetism and so on as a side effect of the design parameters for

realizing a desired function. Since these interactions depend on detailed physical parameters

or combinations of some (i.e. position) in respect of both blocks, and are difficult to define in

a function structure, side effects can best be categorized as a ‘physical’ type of interaction.

It should be noted that the three sub-types have fundamentally distinct reasons for

interface coupling. These reasons do not come into Ulrich’s definition but are included within

the corresponding examples discussed in Chapter 2.

5.2.4 The relationship between the types: discussion

To this point the three interaction types have been introduced separately and they will now be

discussed in relation to each other. 

All interaction types should be considered as equally important. The fact that the global

constraint interactions were dealt with relatively late does not necessarily mean that these

should always be considered at a later stage than the others. Not all interaction types,

however, are fully (sequentially) independent in the sense that one type of interaction also

causes another type of interaction. This will be described below.
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The functional and the mapping types are independent. Both result directly from the mapping

of the functional scheme to the building blocks, but a functional type does not imply a

mapping type of interaction between two blocks, or vice versa.

The physical interface interaction depends on the functional and mapping interactions. If

there is a functional or a mapping interaction between two blocks there is also by definition

an interface interaction that establishes the physical realization of the exchange. Conversely,

an interface interaction between two blocks does not necessarily imply a functional or

mapping type of interaction between two blocks. For instance, two blocks that are physically

attached do not necessarily have a ‘functional’ relationship (think back to the example of the

bottle and the cap in Chapter 2).

Due to global constraints, the physical interaction does not have a relationship to the other

types. Note however, that realization of a mapped or other function may indirectly affect

global constraints. For instance, the aesthetic design of the shaver housing may cause a

limited amount of space for remaining building blocks.

Finally, due to side effects the physical interaction does not have a relationship with the

other types. In the final discussion of the taxonomy, the dependencies between the types will

be looked at in greater detail.

5.3 Impact on coordination per interaction type
This section will illustrate how the interactions of an existing product can in theory be

translated into system-level coordination characteristics. The following illustration will throw

light on the rationale behind this. 

Essentially, a project team has the task of defining a whole range of detailed design

parameters that together satisfy all product functions and constraints. When the project team

is split up into smaller design teams, each of these teams has the task of specifying the

detailed design parameters necessary to establish a physical building block. Obviously, if all

of these design teams do their work in complete isolation it is extremely unlikely that their

joint achievements will result in a functioning end product. System-level coordination is

needed to compensate for the fact that the teams will act as if they are fully independent.

Furthermore, it is also evident (after Galbraith) that it is impossible to draw up a detailed

protocol that specifies what detailed decisions each team has to make in each situation in

order to realize the overall product. Goal-setting is a beneficial mechanism for achieving coor-

dination. Teams ideally specify goals at a relatively high level of abstraction and are able to

implement their decisions concurrently. As was argued in the chapter on organization (based

partly on the work of Thompson), whether it is possible to apply goal-setting will depend on

the conditions that are included by an interaction. The more conditions there are and the

more detailed they are, the fewer conditions for constructing a building block will be

independent of what is done by other teams.

Because architecture is being mapped on organization, these conditions can be identified

with precision. In fact, the ‘conditions’ that need to be coordinated are embedded in the

interactions between the building blocks of the product. The more detailed the interactions

between the building blocks are, the less the ability to apply goal-setting, and the more

intense system-level coordination becomes. This section will consider to what extent goal-

setting is possible for each type of interaction. For this, chapter 2 will be largely relied on, and

the prescriptive literature directed at efficient design. 
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It should be noted that a pair of building blocks may engage in multiple interactions (of

several types). In this section, however, the characteristics of each type will be described as if

these are the only ones between those blocks. In the event of multiple interactions occurring,

each of these interactions has to be coordinated and the consequences are (at the very least)

additive. In the discussion the possibility of the various interactions interfering with each

other will be considered.

Finally, it should be stressed that the aim is not to explain the system-level coordination

effort from the very beginning of a design project. It will be assumed that for each product that

will be analyzed its functions, mapping, building blocks, and constraints are known. In fact,

the period analyzed will start from after the architecture has been determined and extend to

the final design (see the discussion at the end of this chapter). 

The impact on coordination will be described below for each interaction type in the same

order as introduced in the previous section. For each type there will be a brief reference to how

the goals between the teams are set (and communicated), to what extent the teams can work

in parallel, and a brief note on the likelihood of exceptions to the planned goals (similar to

Galbraith’s theory). 

5.3.1 Functional interaction and coordination

Two teams whose blocks are engaged in functional interaction are able to apply goal-setting

to a considerable extent and require little system-level coordination. Both teams can make

detailed design decisions in full isolation from each other as long as they each achieve the

appropriate functional specifications (inputs and outputs). A power supply design team, for

instance, is allowed to do what it likes as long as the design establishes the appropriate spec-

ifications for energy output.

A functional scheme of specification and agreement can, in fact, be described as specifica-

tion of the goals that each team has to meet. It should be noted that the generation of such a

scheme (specification of the goal itself) may involve many iterations and require intense com-

munication (Pahl & Beitz 1996) to find suitable goals that can reasonably be expected to be

achieved by the teams.

Figure 5.4 conceptualizes the coordination of a functional interaction. Once a functional

scheme has been devised it can be readily communicated to the teams involved. The teams can

each try to generate and test detailed design parameters concurrently in order to achieve their

‘goal’. As long as the design of each building block meets its planned specification no

additional coordination is required and the teams can work concurrently. One team failing to

reach its planned goal may have a disruptive effect. In that case additional system-level coor-

dination is required to solve this problem. In general, the more ‘difficult’ it is to meet a

functional specification, the more failures may be expected to occur.
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µ Figure 5.4 Coordination of a functional interaction

5.3.2 Mapping interaction and coordination

Two teams whose blocks have a mapping type of interaction will be hampered in their goal-

setting to a certain extent. Since their blocks have to jointly achieve a function, detailed

design decisions cannot be made in full isolation of each other and mutual adjustment 

is a prerequisite. 

Coordination of a mapping interaction relates to agreement on a functional scheme where

two blocks need to jointly satisfy one function. Each team’s particular goal specification will

include very detailed specifications of design parameters that each team needs to realize. In

effect, the search for these separate goals will go hand-in-hand with the jointly evolving

design of the two blocks. 

As shown in Figure 5.5, generate-test cycles will occur between the two design teams and

they have to exchange information at a highly detailed level. Based on the logic of axiomatic

design, the following consequences can be deduced. In order to find an appropriate setting

for both blocks, team 1 specifies a set of design parameters that (in their judgement) provide

a contribution to the joint function. These specifications must be communicated to team 2.

Doing so may be very complex since the detailed design parameters chosen may include

multiple and complex expressions of detailed characteristics, possibly with hard-to-

communicate sensitivities and behavior (Whitney 1996). Subsequently, team 2 adds to the

design parameters of block 2 in such a fashion that it is expected that the blocks will jointly

fulfill the function. However, whether the function is correctly fulfilled cannot be seen on

paper but has to be tested in collaboration with the other team. If the results are negative the

cycle starts again. If the results are satisfactory the required goals for each team are specified

separately, but at the same time these are also realized in the relevant design parameters of

both blocks. 
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µ Figure 5.5 Coordination of a mapping type of interaction

When for some reason (for example, other goals having to be met) one team fails to meet its

design goal, then additional system-level coordination is required. Since this type of

interaction includes many detailed conditions, failure is likely to occur, as was concluded

with respect to Thompson’s work.

It should be noted that the way that the cycles are conceptualized here is somewhat

primitive. The cycles will probably be performed within multiple layers, i.e. first the selection

of a working principle and then the selection of the detailed design parameters, as in the work

of Pahl and Beitz. In any case, this reasoning highlights the expected need for considerable

mutual adjustment between teams if they have to deal with a mapping type of interaction. 

It would appear that such an interaction differs in this respect from a functional interaction

where specification of the goals and realization of the goals can be cleanly separated for 

each block.

5.3.3 Physical interactions and coordination

The impact on coordination of the physical interaction type will differ per sub-type. Except

where there are global constraint interactions, it is more difficult to generalize about the

coordination effort required. Globally constrained interaction will thus be dealt with first and

then the side effects and physical interface described.

Global constraints and coordination

Two teams whose blocks are involved in a global constraint interaction with global constraints

are able to apply goal-setting. A global constraint can be decomposed into a constraint for

each block. As long as each team satisfies this constraint, the teams are able to make all

detailed design decisions independently of each other3.

Specification of all sub-constraints can be very difficult and require considerable coordi-

nation effort, though once specified, the conditions can be easily communicated across the

organizational units, and it is easy to check whether each blocks is staying within the

constraint. As long as the design of each building block fits within its planned sum of space,

weight or costs, the design can be executed concurrently and the overall constraints are

satisfied. The tighter the constraints for each block the more difficult it obviously is to satisfy
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the conditions, and the more likely the occurrence of failure and additional system-level 

coordination effort.

Physical interfaces and coordination

Two teams whose blocks have a physical interface need to perform system-level coordination

at a detailed level. However, it is difficult to generalize about such an interaction. Because it

has so many physical aspects, this type of interaction probably has many of the characteristics

of a mapping type of interaction. The problem, however, is that it may be difficult to locate a

physical interface. Can it be seen as a part of one of the two blocks or is it to be considered a

shared feature? Testing of an interface will obviously require two blocks and has to satisfy a

large number of production and assembly constraints and wishes.

Side effects and coordination

The coordination of side effects involves reacting to unplanned or unintended effects.

According to design literature (Pahl & Beitz 1996, Ulrich & Eppinger 2000), management of

side effects involves close coordination between the organizational units involved and

requires trial-and-error testing of small changes to physical parameters. A side effect may be

considered an unexpected consequence of the original specifications and, as a logical

consequence, cannot be planned for. It is simply impossible to set any rules for such

occurrences. The amount or type of coordination will depend on what type of specification has

not been met.

5.4 Discussion of the taxonomy: its role, comparison, and restrictions
A taxonomy of three types of interactions between physical building blocks of a product has

been proposed. The role of the types will be briefly considered below, and the alternative

taxonomy (of Pimmler and Eppinger) looked at a second time, and its restrictions highlighted.

5.4.1 The role of the taxonomy

The functional, mapping, and physical types have been delineated on the basis of Ulrich’s

general definition of architecture. The underlying reasons for each interaction are embedded

in the definition of the constructs, and the available literature and knowledge of product

architecture can be used to interpret each interaction type. This can be expected to be

beneficial for (1) a general understanding of what interactions involve (2) generation of

options for improvement, and (3) indicating the contingencies inherent in any structure

where interaction takes place.

It will first be argued that understanding the technical reasons behind an interaction will

increase team member understanding in general. As such, the way that they perceive the

interaction will not depend on background factors, temporary matters or individual factors.

Second, insight into the background to the interactions provides useful information on

how an interaction can be manipulated and what the potential difficulties are. In fact,

changing the structure of interactions means that the technical decisions that give rise to the

interactions need to be altered. For instance, a mapping interaction can be manipulated by

changing the way functions are mapped to building blocks.

Third, understanding the contingencies inherent in an interaction structure can be

obtained by structurally discussing the why of underlying decisions. As argued in 2.4, there
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may be many considerations underlying an architectural decision that subsequently gives rise

to an interaction between building blocks. Some of the interactions may thus be seriously

embedded in broader contingencies such as production structure, available technology, unit

cost price, special priorities, or traditional ways of problem solving. Consequently, it is not

only imperative to show how an interaction can be technically manipulated, but also how

manipulation may be hampered by much broader considerations. 

How each type can be individually manipulated will not be dealt with any further 

since this will depend on the definition. In the case study, though, this aspect will be

thoroughly illustrated. 

It has been shown that it is theoretically possible to deduce the characteristics required of the

system-level coordination that matches each type of interaction. Prescriptive design models

aimed at efficient design provide the framework to do so. Real-life projects, however, are

generally not as clear and pre-structured as the prescriptive models. Hence engineers may

apply more intense or different ways to handle interactions, but these are never less than the

prescriptive characteristics. These minimum requirements can be expressed in terms of propo-

sitions. Their role is twofold. In the first place, they represent a step in the direction of a

Thompson-like theory able to explain the differences in system-level coordination effort

during a design process, based on the characteristics of the product alone. Second, they

provide guidelines for understanding how the management of a specific interaction can be

improved. On the one hand, actual coordination devices may be altered such that these

correspond better to the propositions (ideal or less so) per type of interaction. On the other

hand the propositions can be used to illustrate which effort is by definition embedded in an

interaction, and hence to indicate when further improvement of coordination cannot be

reasonably expected without changing the interaction.

To sum up, it has been argued that the proposed three types of interactions satisfy the

criteria that were suggested in the formulation of the problem in the previous chapter. The

taxonomy will now be compared to that of Pimmler and Eppinger (1994) so as to demonstrate

this taxonomy’s particular advantages.

5.4.2 Comparison with Pimmler and Eppinger

When the types of interaction were defined, it was mentioned that there were 

some differences with those in the taxonomies in the literature. Using the taxonomy 

of Pimmler and Eppinger, these will be illustrated in greater depth and the consequences

discussed.

In Chapter 2 it was mentioned that the taxonomy of Pimmler and Eppinger is not easily

translatable into Ulrich’s architectural decisions. In contrast to the interaction types in this

thesis, their taxonomy does not provide a clear decision-making hierarchy. The exchange

types may refer to functional aspects as well as physical aspects (the physical realization of the

interface). Moreover, spatial interactions seem to refer to a physical solution (the location of

a building block/component). Consequently it is not possible to deduce what decision

resulted in a constraint on location. This may have involved a decision at a high level of

abstraction (i.e. managing a global constraint) or at a more detailed level (i.e. a solution to a

mapping interaction). 

Each of the constructs thus may refer to different levels of detail and it is not possible to

make a statement about the required type of coordination. It should also be remembered that
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poor alignment with the architectural decisions hampers clear understanding and the

generation of options for manipulation.

Most remarkably, though, is that in contrast to the taxonomy proposed here, Pimmler and

Eppinger do not include a mapping type of interaction. It has been shown that introduction of

the mapping type of interaction contributes to a meaningful analysis of coordination require-

ments and options for manipulation. The question thus remains as to how existing

taxonomies model mapping interactions. There are two possible explanations.

The first may be that the spatial interaction takes care of all mapping interactions.

However, this does not seem adequate since many more detailed parameters than proximity

alone may be involved in the fulfillment of a function. Moreover, proximity may even be a

result of the exchange types (the physical realization of exchange of material energy or

information). When, for instance, an interface between two blocks is fixed, then these must

also be in proximity to each other. 

A second explanation may be that mapping interactions are modeled by exchange interac-

tions. Within the taxonomy in this thesis, the distinction between the functional and the

mapping types is simply based on the assumption that a function cannot be fully decomposed

(to the most detailed level) without considering ‘physical solutions’ (as concluded in Chapter

2). If for argument’s sake it is assumed that (after Pahl and Beitz) functions can be

decomposed in a solution-neutral fashion, then a mapping type can be written as a collection

of functional interactions at a lower level of abstraction. A mapped function is split up into

such levels of detail that each sub(sub)function (transformations of input and output) can be

completely allocated to a block. As a consequence, the mapping type of interaction is

transformed into a set of input-output exchanges between the sub(sub)functions of both

blocks. Perhaps this reasoning explains why available taxonomies mainly consist of exchange

types and do not include mapping types of interaction.

However, in line with the conclusions in Chapter 2.2, decomposition of functions depends

strongly on chosen physical solutions. As a result, expressions of input and output between

sub(sub)functions strongly depend on detailed physical characteristics and probably involve

many and complex expressions of input and output (including force). Furthermore, many

design goals are practically impossible to decompose. As a result it will be argued that the

introduction of the mapping type gives this taxonomy a clear advantage over other available

taxonomies.

To sum up, the proposed taxonomy provides a contribution to available taxonomies

because, unlike those in the literature, the types of interactions described here can be linked

to architectural decisions.

5.4.3 The taxonomy’s limitations

Three comments on the proposed taxonomy should be made. The first involves the fact that

building blocks are considered as being black boxes, the second deals with the fact that only

the final interaction structure is dealt with, and the third has to do with the lack of time and

cost issues relating to these constructs. 

Black box

This taxonomy of interactions is purely for indicating interactions between building blocks.

This does not mean that no interactions exist within the building blocks. The contrary is true.

The interactions within the blocks are generally much stronger than the interactions between
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the building blocks. The inner interactions are not modeled, however, since we are only

interested in system-level interactions and coordination. The blocks are thus considered as

being black boxes. The limitation that this imposes is that it is not possible to define potential

relationships between the types of interactions at a lower level of abstraction. While it was

previously argued that a side effect interaction does not have a relationship with the other

types, at another level specific design parameters that are required to fulfill a functional

interaction may also refer to a side effect. A single design parameter may thus play a role in

multiple interactions. The way in which one interaction is satisfied by a design parameter may

thus have an impact on the way another interaction can be solved.

Since including all these details would have been at the expense of a general overview of

system-level interactions, these aspects will not be taken into account within the current

taxonomy. During the case-study discussion, this issue will be looked at in greater depth.

Final interaction structure

Product design is an evolving process, and consequently interaction structures may be

expected to change during the course of the design project. As a result, there may have been

system-level coordination of interactions that are not included in the final set of interactions

preceding completion of the documented product. 

The design of a product is an evolving process, and as a result the structure of interactions

probably is dynamic during the course of the design project. Consequently, there may have

been system-level coordination effort for interactions that did not return in the final set of

interactions of the almost finished product that we documented. Since coordination is

mirrored on the final set of interactions a portion of coordination that took place maybe mis-

sed. However, it is argued that (after the architecture was specified) most of the types of inter-

actions are the same for the whole period and only the exact specifications were subject to

dynamics. The final set will therefore be reasonably representative of the process as a whole.

Furthermore, it should again be stressed that the coordination activities that took place to

define the basic architectural decisions have not been addressed. According to Henderson

and Clark (1990) this involves a period of considerable experimentation and intense coordi-

nation and it is in fact impossible to speak about building blocks at all. For this analysis, what

this implies is that for projects involving radical innovation (see Chapter 3), only a small part

of the coordination of the whole design project can be analyzed. However, for projects

involving incremental design, a large part of the processes can be analyzed since the major

architectural decisions will already have been made early in the project.

The interaction constructs only define the technical conditions

This taxonomy of interactions applies to the technically inevitable system-level coordination

that takes place between the design teams. In addition, there are many other aspects that

affect system-level coordination. Besides resulting in a technically correctly functioning

product, the project has to be finished within a specific schedule and has to be feasible in

terms of the financial budget and number of designers. To that end, design teams also need to

satisfy goals with respect to these issues. The tighter the restrictions, the higher the

probability of failure, and the more system-level coordination probably is required. However,

this taxonomy does not include such managerial factors. The focus of this study is solely on

the unavoidable underlying technical product structure. This issue will be briefly reexamined

in the case-study discussion.
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5.5 Summing up and field of application
To recapitulate, in contrast to the available taxonomies, a taxonomy of technical interactions

between building blocks that can be clearly linked to architectural decisions has been

formulated. The benefits of the proposed interaction types are that they facilitate under-

standing of the reasons for documented interactions, and options for manipulation can be

easily derived. Moreover, the impact on the coordination of each interaction type can be

derived from the characteristics of the underlying technical constructs. 

Perhaps it is no accident that the variety of technical decisions contained in the prescrip-

tive design literature can be translated into coordination characteristics. The ‘layers’ of

technical decisions not only have to facilitate effective problem solving, but must also

facilitate structured coordination across designers. In fact, if the various technical constructs

were not suitable for the working together of a great many people, the prescriptive literature

cannot have been based on good practice.

Finally, those situations in which the suggested approach is likely to be the most

appropriate one will be described. Although it can be argued that the technical theories will

be valid across a whole range of physical products, some conditions can be specified for which

the interaction approach is particularly relevant. These include:

· Products that are large and complex enough to be decomposed into building blocks.

· Products that consist of all three types of interactions (not fully modular products).

· Project teams where many designers are involved, and the design teams are best organized

around the product building blocks.

· Design projects that are under pressure to improve their performance.

It would appear that in those cases where these four aspects apply, the theoretical constructs

are particularly relevant. This is not to say that the theories are not appropriate for fully

modular products. However, a focus on interaction is far less useful since very few interactions

(and none of the mapping type) will occur between the building blocks and these are thus a

variable of little relevance in improving design processes. 

The question now remains as to how the proposed constructs will apply in practice. This will

be illustrated and tested in the next chapters.
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6 The results of the case study

The foregoing chapters of this thesis have stressed the importance of understanding and

improving system-level coordination during a design project. In addition, it was argued that

the reasons for system-level coordination during a design process are embedded in a

product’s architecture. It was therefore suggested that system-level coordination during a

design process could be analyzed and improved based on a detailed representation of the

particular architecture of a product. In order to increase an understanding of this relationship

and to facilitate its exploration in practice, a taxonomy of interactions between product

building blocks was developed (Chapter 5). The taxonomy identifies three types of interac-

tions, each linked to system-level coordination characteristics. The most important input for

this taxonomy was provided by a combination of prescriptive engineering design theories

described and discussed in Chapter 2.

This chapter will now illustrate application of the taxonomy to a single case study. The

system-level coordination of an electric shaver design process was analyzed from the point of

view of its underlying product architecture and a significant number of potential improve-

ments identified.

The case study was conducted for a number of reasons. The most obvious one is that an

illustration of the types of interaction involved in the design of a real product places all the

technical and theoretical considerations of the previous chapters into a real-life context thus

enhancing understanding of the concepts within that particular context. The other reasons

are more directly linked to the research goals formulated in Chapter 4:

· To check the validity (objectivity) of the types of interactions.

In Chapter 3, the DSM models were criticized because their interaction constructs are heavily

dependent on the personal focus and perception of the interviewees, which hampers objective

and valid analysis. One of the goals of the previous chapter, therefore, was to create a

taxonomy of interactions for which the underlying reasons are clear. A real-life situation to

find out whether this produces valid and generalizable results is obviously needed. The results

of this will play a leading role in the interpretation of the remaining case study findings.

· To illustrate how each type of interaction reflects system-level coordination during the

design process, and to explore whether this matches the theoretical expectations of

Chapter 5.

These results may be a first step towards a Thompson-like theory that, based on identification

of interactions within a product, can pose propositions about the coordination effort required

during a design process.

· To explore whether and how the analysis contributed to understanding and to the

generation of options for improving the design process.

In Chapter 5 it was suggested that the proposed taxonomy would be useful for improving the

design process in such a way that (1) the coordination mechanisms could be adjusted to better

match the characteristics of a specific interaction, and (2) that the interactions between the

blocks could be manipulated in order to reduce the need for system-level coordination.

Accordingly, the role of this taxonomy in guiding a project team towards understanding and
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improvement needs to be explored in practice. 

· To explore the claim that these options actually improve the performance of the design

process.

This chapter is arranged into three main sections: research setting, results, and discussion of

the results. The first section describes the research setting required to achieve the research

objectives. It deals with the methodological aspects of case-study research, including a

detailed description of the shaver case and the data-collection protocol.

The second section describes the case study findings. The interactions that took place

during the design of the electric shaver will be described according to the proposed taxonomy.

This will be followed by a description of how each interaction mirrors system-level coordina-

tion activities during the shaver design process. There will then be a detailed analysis of 

how the interactions and related coordination demonstrate the company’s current way of

working, and how this has resulted in a significant number of options for improving shaver

design processes. Finally, there will be a brief exploration of how these options for

improvement actually affect the company and to what extent this can be traced in improved

project performance.

The third and last part of this chapter discusses the results of the case study and 

examines whether the research goals have been met. These issues will be dealt with under 

the following headings:

· Research setting.

· The interactions between the building blocks.

· System-level coordination .

· Options for improvement.

· The effect on performance.

· Discussion.

6.1 The research setting
This research opted for a single case-study design as discussed in Chapter 1. According to Yin,

a single case study is an appropriate way of confirming, challenging, or extending theory on

condition that the theory has specified a clear set of propositions as well as the circumstances

in which the propositions are believed to be true. 

The present section addresses the case study setup. It is argued that the role of theory, the

case circumstances, and the data-collection protocol jointly contribute to a reasonably valid

and reliable achievement of the research goals. The starting point is a description of how the

case study is embedded in the theoretical constructs of the previous chapters. The shaver case

circumstances will then be discussed in order to place the results of the study in context. Two

data-collection tactics that increase the validity of the investigation are then defined and the

data collection protocol specified. Finally, the research setting will be reexamined in order to

ascertain whether the requirement of good scientific quality has been met.

6.1.1 Case study setting: theory

Despite the case study mainly having an exploratory character, the role of theory cannot be

underestimated. The theoretical part of this research constitutes an important part of the 
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thesis in its own right and as an underpinning of the practical aspects. According to Yin, ‘the

use of theory, in doing case studies, not only is an immense aid in defining the appropriate

research design and data collection, but also becomes the main vehicle for generalizing the

results of the case study.’ This section briefly explores how the theoretical constructs were

used when collecting the data, and how the findings may be generalized. Furthermore, the

circumstances in which the theories can best be applied will be listed.

The case study will explore how a detailed representation of a particular product architec-

ture leads to understanding and improvement of system-level coordination during a design

process. The taxonomy of interactions was developed prior to the case study and played 

a major role in data collection. First, the documentation of the shaver interactions 

was completely determined by the three types of interaction. Second, system-level coordina-

tion was analyzed in terms of the interactions of the technical reasoning behind the linking 

of interactions to coordination characteristics. However, collection of system-level coordina-

tion data was more open due to the explorative nature of the investigation. System-level 

coordination issues observed in practice were reported but not directly included in the 

prescriptive reasoning.

The taxonomy of interactions guided and focused the collection of the data to a large

extent and provided the means for ensuring the validity of the results. The data collection will

be further discussed in section 6.3.

The strong theoretical underpinning of the interaction constructs provides the basis for

generalization of the findings across the shaver case context. Since the interactions are based

on engineering design theories that have proven their value for a very broad range of

products, analytical generalization can be applied (Yin 1994) to translate the results of this

single case to other situations where the theories also apply. Note, however, that generaliza-

tion of the results cannot be accomplished by analytical generalization alone and requires

additional proof based on a multiple-case strategy. The findings must be tested in alternative

cases where similar results should occur. This research could then be used as a starting point

for further (multiple case) research.

After having addressed the importance of theory in achieving validity, there will now 

be a description of the specific conditions of the shaver case. The data-collection protocol,

where the above remarks about the role of theory are revisited in greater detail, will then 

be illustrated.

6.1.2 Case study setting: the characteristics of the case

This case study is conducted within a company that is a major player within the male shaver

industry. The company designs and produces great numbers and a wide variety of electric

shavers that are sold all over the world. The design processes of its most innovative product, a

waterproof shaver with fashionable styling and an innovative shaving system, which has (as

we know now) been a great success in the market place, were investigated.

The shaver industry and the design project under study will be described in this section. It

will be argued that the specific characteristics of the design project (complex non-modular

product, large design team split up into design teams, and high pressure on performance) are

of particular relevance to this analysis of interactions. In addition, this section’s detailed

sketch of the case circumstances has the function of enabling generalization of the results for

use in other cases.
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To this end, the following will be presented: a general description of the market, organization,

and product, an overview of the overall situation, and a close-up view of the particular design

project. It should be noted that these characteristics refer to the situation at the moment of

our investigation.

The market

The shaving market is a worldwide one and can be divided into two segments, each containing

a few major players. The first segment includes firms that sell non-electric razors meant for so-

called ‘wet-shaving’. The second one consists of suppliers of electric shavers that are based on

the ‘dry-shaving’ concept. The company that is the subject of this study has traditionally

operated in the latter segment. Very recently, however, the introduction of shavers that

combine electric shaving with ‘wet-shaving’ has altered the standard categorization.

Compared to the often-described volatile high tech markets (e.g. telecommunication)

where ultra short time-to-market is a requisite for survival, the shaving industry is relatively

stable. Nevertheless, the business has become much more dynamic over the years. The market

demands more variety, fashionable styling, and superior technological performance. This has

resulted in a greater variety of shavers, and an increasing number of state-of-the-art

innovations. These aspects are obviously additional to the traditional key success factors of

the industry, such as low unit cost, high quality and service, and optimal logistical

performance. 

The organization

The plant that was this study’s our focus is part of an overall corporate division that in turn is

part of a large multi-national. The division headquarters house the shaving marketing

department including product management and industrial design. The main departments of

production, engineering, and product development are situated at, and under full responsi-

bility of, the plant in this study. 

Each of these departments is comprised of a number of units. In the product development

department, the structure of the units is based on functional expertise: shaving technology,

electrical technology, mechanical technology and so on. The organizational structure of the

production and engineering departments is inspired by the structure of the product. Their

units are organized around the main building blocks of the shaver. These so-called production

units are highly mechanized and are built upon the mini-company concept. By means of these

production units the company is able to produce a great variety of shavers based on the

combination and assembly of the building blocks of the shaver. As a result, the plant is well-

known for its high logistical performance.

New products are developed within design project units and managed by a project leader

who is under the direct supervision of the plant manager. 

The product

The picture below shows a simplified picture of an electric shaver and its most common

building blocks. A shaver consists of a protection cap, a shaving system, a driving unit, a

power supply, and two covers. 
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µ Figure 6.1 The building blocks of an electric shaver

Electric shavers are high-volume customer goods. Technically speaking, they can be classified

as electro-mechanic products. As the name suggests, this category of products combines

electrical (e.g. the power supply) and mechanical (e.g. the shaving system) features, and

these are well known for their complexity (Whitney 1996). In Figure 6.2, an electrical shaver

is compared with other products based on Whitney’s classification. This classification consists

of three dimensions: size, dimensionality, and weight. Size and shape are extremely

important for a shaver since customers do not like very large or cubic shavers. Furthermore,

the various building blocks of a shaver interact in all three dimensions, and in that sense a

shaver differs from VLSI design (that is mainly 2-dimensional). There are also limitations on

the weight of a shaver, but this is not seen as a difficulty in the design process. 

µ Figure 6.2 A shaver compared to other products
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It should be noted that the products in Figure 6.2 are designed for worldwide use. They must

function under all circumstances and satisfy all legislative requirements.

It should also be stressed again that shavers are high-volume products and thus unit cost

cannot be dismissed out of hand. As mentioned in Chapter 2, this is a powerful factor that will

play a part in the eventual design.

The overall situation

Under pressure from the more dynamic market circumstances, over the years the organization

has significantly increased the variety and number of innovative products. As a result, the

organization of product development has shifted from a single project organization towards a

multiple project organization. The number of designers has increased significantly, design

projects have become larger and technically more complex. These factors must all be

juxtaposed against the limitations of low unit cost and the great importance of finishing

design projects on time. Not surprisingly, the organization is facing increased organizational

complexity. There is a great need for coordination and an increasing amount of time is spent

on coordination activities.

The design project

The design project under study had to create a shaver with an improved shaving function and

highly innovative styling. Furthermore, the shaver had to be washable, a new feature

compared to previous ranges. The designers were at liberty to create ‘optimal’ solutions

(subject to unit cost, shape, size, and performance) for this individual project as long as the

building blocks of the shaver conformed with the production constraints. The members of the

project team came from product management, several functional product development

departments, engineering, production, quality, and so on. Because of the importance and

complexity of this project a large number of people (X) were assigned to the core design team.

The final number of people involved was even larger (4*X). This large team was then split up

into so-called ‘module groups’ responsible for the design, engineering and production of a

particular building block. In this thesis, design teams will be referred to instead of module

groups (see also Chapter 2).

The project leader was responsible for the project in general, though strongly supported by

the lead engineer who was responsible for the technical issues. The project team (including all

design teams) was located in one room, which greatly facilitated mutual adjustment and

informal communication. In addition, the relationship between the team and its environment

(i.e. product management, general management, and the functional departments) was

managed by means of formal meetings.

It can be concluded that the case clearly corresponds to the research purposes. The project

matches the four conditions (specified in the previous chapter) for which interaction analysis

is the most appropriate method. It has clearly identifiable building blocks, it is not entirely

modular, the project team is large and split up into design teams, and there is considerable

incentive to improve performance. The main characteristics are summarized in Table 6.1.

Attention will now be shifted to the data collection protocol and the rationale for

conducting the case study will be established.
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µ Table 6.1 Main characteristics of the company in the case study

Business Electric shaving, consumer goods

Market Shifts from stable to more dynamic, but still focussed largely on unit cost

Production High volume, great variety of end-products

Products Complex electro-mechanic

Development organization Multi-project  

Project Design new electric shaver

Project team Large, cross-functional core team, split up into design-teams

Important features Non-modular architecture, greatly improved shaving system, 

fashionable styling, washable

6.1.3 Data collection: tactics and protocol

It was mentioned in section 6.1 that the theories described in this thesis, in particular the

taxonomy of interactions, provides the most important data collection input. Two additional

tactics (as specified by Yin 1994) were employed to further strengthen the validity of the

findings. After describing these tactics, the data collection protocol will be illustrated in

depth. This will show how theory and tactics were both used to collect the data required by 

the investigation. 

Tactics

In order to increase the validity of our findings, two tactics described by Yin were employed –

multiple units of analysis, and multiple sources of evidence. 

The first tactic is to consider the case as an embedded case study. Not only will the product

as a whole be examined, each building block will also be individually studied. Of particular

interest for this research are the interactions between each of the building blocks. Each

building block is considered as a separate unit of analysis that can compared to one another.

The interactions can be compared to each other in such a way that from a theoretical 

point of view, either similar results are obtained (literal replication), or results that are

contrasting but for predictable reasons (theoretical replication). Many authors (Hartley 1994,

Yin 1994) describe the benefits of these tactics for extensive analysis, enhanced insight and

explorative power.

The second tactic is using multiple sources of information. Case-study findings or

conclusions are much more convincing and accurate if the data collection protocol is based on

multiple sources of information (Eisenhardt 1989, Yin 1994, Staudenmayer 1999). When

these multiple sources of evidence all converge, the construct validity and reliability of the

study increases. This tactic are called triangulation (Yin 1994). The sources of evidence used

in this case are:

· Formal documents such as consolidation reports, design reviews, FMEA reports, QFD

reports, and planning and meeting schemes.

· Interviews with many different designers from different backgrounds, project leaders, and

management.

· The physical shaver itself.
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Furthermore, to check the findings:

· Additional interviews with key informants were performed.

· The findings were presented to several groups within the company.

· A second evaluator assessed the material (Schoenmaker, 2000).

These features will be further addressed in the following section.

The protocol

The data collection protocol describes the procedures followed to collect data relating to the

study’s objectives. Each of the steps undertaken will be illustrated in the same sequential

order as the investigation. Additional facts and experiences relating to each stage of the

procedure are also included, in order to give a clear overview not only of which steps were

taken, but also what these steps entailed. This aids assessment of the reliability of the

findings (Eisenhardt 1989, Yin 1994). 

The data collection and analysis took place over a period of nine months, during which time

the company was visited for four days a week. In the year that followed, the company was

visited for two days a week, during which further investigations were carried out.

The investigation can be roughly divided into two phases. The first phase includes the

period when the design process was analyzed and options for improvement were generated.

The second phase commenced at the point of implementation of the improvements and the

corresponding effects on performance.

Most of the data collection took place during the first phase. The analysis was retrospec-

tive. The product was an almost finished shaver, and system-level coordination was retro-

spectively analyzed. As a result the investigation could not have influenced the actual design

processes. What it did was to introduce a new way of looking at the actual (and by that stage

past) design process. During the second stage there was some involvement in the implemen-

tation of the options for improvement within new design processes. It should be noted that

methodologically speaking, this is a completely different approach. Instead of analyzing a

‘how is’ situation, the new role was to collaboratively establish an improved design process

with better project performance. 

This thesis mainly focuses on the first phase of the investigation and uses the second phase

as an illustration and exploration of the last research question, which addresses the effects on

performance of the suggested options for improvement.

The steps performed are depicted in Figure 6.3 and described in the sections that follow. It

should be noted that the dotted line in the Figure indicates the border between the analysis

and the implementation of the results.
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µ Figure 6.3 The data collection protocol

1) The first step

After having reached agreement on conducting the research within the shaver company, con-

siderable effort went into getting to know the company, its people, the product, the design

processes, and the underlying contingencies. A variety of documents were collected,

including consolidation reports, design reviews, FMEA reports, QFD reports, and planning and

meeting minutes. The investigation’s protocol was then implemented.

2) Decomposition of the shaver

In close consultation with the project leader and the lead engineer, the shaver was split into

ten physical building blocks. This decomposition logically followed from the division of work

and the available production structure. 

3) Documenting the technical interactions

The interactions involved in the design process were identified by documenting the interac-

tions between each possible pair of building blocks (i.e. between A and B, A and C, A and D

etc.). For each of the ten physical building blocks the most experienced designer available to

be interviewed about the interaction between ‘his’ block and other blocks was chosen. There

were thus two separate sets of observations (i.e. from A to B, and from B to A) for each pair of

building blocks. Since interactions are symmetrical, these two observations could be

compared. In addition, the project leader and the lead engineer were interviewed separately

about all interactions. A total of 12 people with different backgrounds were interviewed and 4

different sets of observations for each pair of building blocks were obtained.

The interviews were semi-structured. Each interview started with the purpose of the

research and the three interaction types being explained. The designer was then asked to

describe all of the functions of the selected building block. 

On the basis of this information the technical interactions between the selected building

block and each of the nine others were identified. The designer described the interactions in

his own words first, and he was then asked about each type of interaction, the questions being

posed in a set order.

In order to minimize the chance of the designers having their attention distracted and 

to keep their focus on the interview as much as possible, the interviews were carried out 

in a separate room with a time limit of one hour. In most cases multiple one-hour interviews

with the same person were required in order to achieve complete documentation of all the

interactions.

After each interview the data was immediately processed and the document was 

returned the next day to the interviewed designer. When all the interviews were finished, the
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data was combined and returned to the designers in such a form that it could be compared and

possibly adjusted.

4) Identifying the coordination required for each interaction.

During this step, the overall documentation of the interactions was discussed with each

designer personally. The system-level coordination required for each interaction during the

design process was then explored. These interviews had an open character, each designer

being free to explain in his or her own words how each interaction was coordinated with the

other design teams. Their answers were then structured according to the technical character-

istics of each interaction and the propositions described in Chapter 6.4.

5) Presentations and group discussion

After documentation of the interactions and identification of the coordination required, the

data was combined and an overall (retrospective) analysis was made of the system-level 

coordination during the design project from the perspective of the underlying product archi-

tecture of the shaver. In addition to structuring all of the data, a number of potential

improvements for each interaction based on the prescriptive logic of the taxonomy were

identified. The findings were reported in a highly detailed document, and a powerpoint 

presentation was constructed, including the following issues:

· General explanation of the relevance and purpose of the research.

· Explanation of the types of interactions and their importance.

· Illustration of the documented interactions between the building blocks of the shaver in a

separate matrix per type of interaction.

· Illustration of the identified coordination effort required by each interaction.

· Suggestions for improvement per interaction. These were divided into opportunities for

achieving more appropriate coordination mechanisms, and for technically adjusting the

interactions in order to facilitate future system-level coordination.

These were presented to four different groups within the organization: project managers, two

functional units within the product development department, and the general development

management team.

The overall aim of the presentation was to show the company which possibilities for

improvement could be identified based on an analysis of their current product architecture

and way of working. The main purpose was to see whether they agreed with the analysis, how

and in which way their understanding was increased, and to further extend the analysis based

on their remarks and impressions. More precisely, during the presentation:

· The correctness and understanding of the documented interactions was checked.

· The correctness of the identified coordination effort was checked.

· Reactions to the analysis were noted, as well as whether the company agreed with the

proposed improvements.

· The current way of working was discussed further, as well as other options for future

improvement.

The presentations each lasted for more than two hours. During the presentation people were

free to ask questions or give remarks about the analysis. At the end there was between half

and one hour available for discussion and reflection.
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6) Interviews key informant

After the presentations, the results and how they had been interpreted were checked and

group discussions were held with two key informants. These key informants were highly

experienced and had a good overview of the organization as a whole. There was a particular

focus on how the interactions were generally viewed, whether the fundamental characteristics

of the interaction types during the design process were recognized, and how coordination

could be improved based on these understandings.

7) Second investigation by a different evaluator

In order to establish additional (unbiased) evidence, a second investigation was performed by

a different evaluator. This person interviewed different team members and checked the

findings again and in more detail. He focused explicitly on a study of all available documents.

8) Implementation

During this last step there was some involvement in the implementation of the suggested

improvements to the design processes. This researcher’s main role was that of a member of the

product architecture team that was formed to develop a new product architecture, one of

whose goals was to facilitate system-level coordination. Working together with the company

was advantageous in increasing the understanding of product architecture in general terms,

and it enabled the effects of the analysis to be observed. Ways of measuring the actual effects

of the analysis on project improvement, and any difficulties involved in doing this, could also

be investigated.

6.1.4 Summing up

In this section, the case study objectives have been described and the case study setup was

outlined. The data collection protocol consisted of a great number of steps, most of which

were used in combination to reach the research objectives. Figure 6.4 provides an overview.

The data collection steps are shown on the vertical axis, and the four research goals on the

horizontal axis. It should be noted that the role the shaver itself has in reaching goals 2, 3,

and 4 is placed between brackets. This is to indicate that the object provided no real data on

the coordination required, but it did assist the collection of data.

µ Figure 6.4 How the objectives were established
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To sum up, it is argued that the criteria for scientific quality as specified in Chapter 1 were met.

The following constructs were satisfied:

· Construct Validity: The interaction constructs were firmly embedded in theory, multiple

sources of evidence were used, and in particular a real-life physical product formed the

basis of the research.

· Internal Validity: The internal logic of the taxonomy formed one of the foundations 

of the research’s validity, with multiple units of analysis being used for literal and

theoretical replication.

· Reliability: The way the interactions have been documented is highly reliable since it is

based on a shaver readily available, and the results can be checked by anybody with

sufficient technical knowledge. The reliability of the coordination is underpinned by the

data collection protocol, and the fact that a second evaluator was brought in.

· External validity: The theory behind the taxonomy enables analytical generalization based

on the broad context in which the underlying prescriptive literature is valid. However, for

greater generalization of the study, an additional multi-case study is required.

The next sections set out the results of the study. Section 6.2 illustrates the interactions

between the building blocks, section 6.3 describes the effects of each interaction on actual

coordination, and section 6.4 reports on the analysis and formulation of options for

improvement. Finally, section 6.5 explores the effects of the analysis on the performance of

the company.
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6.2 The interactions between the building blocks
In this section, the interactions between the current shaver building blocks will be illustrated

and described for each of the three types of technical interaction. How these interactions are

documented is based on the interviews described in section 6.1. For each interaction type the

interactions are shown within a separate matrix. An interaction between building block A and

building block B is plotted in the element (A, B). Since the interactions are symmetrical, it is

sufficient to depict the lower triangular part of the matrix. The diagonal elements are plotted

black since they obviously represent combinations of the same building block (e.g. A, A). It

should be noted that this does not imply that there are no interactions within the building

blocks. The internal interactions, however, are not within the scope of this research (as

argued in Chapter 5).

For reasons of confidentiality, the building blocks of the shaver were randomly labeled

from A till J. The representation and analysis remain fully valid, though, since the

documented interactions were not changed.

6.2.1 The functional interactions

The matrix below illustrates the functional interactions between the shaver’s physical

building blocks.

µ Figure 6.5 The identified functional interactions between the building blocks

The studied shaver involves relatively few technical interactions (8 out of a possible 45) of this

type. Number 3 in the matrix visualizes the exchange of information between building block

C and building block H. Furthermore, between building blocks B, C, D, and E hair is exchanged

because cut hair has to be transported and stored within the shaver. Of course, the hair is not

necessarily input for the functioning of these building blocks. Finally, number 1 represents

the functional exchange of energy between building blocks B, F, G, and J required to

eventually perform the shaving function. These interactions indicate the flow of energy from

the electric point (in the wall) to the shaving heads.
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6.2.2 Mapping interactions

Figure 6.6 depicts the mapping type of interactions by illustrating the function that is mapped

across a pair of building blocks. In the event of a function being mapped across more than two

building blocks, i.e. A, B and C, this function is depicted for all pairs involved: (A,B), (B,C),

and (A,C). Note that the functions that are fulfilled by only one physical building block are not

visible in this matrix. 

In this analysis, styling is represented by the function ‘look nice’ and this function is

represented by the symbol (r). All of the physical building blocks fulfill this function jointly,

except for building blocks B, C, F and G. Furthermore, four technical interactions occur

because the building blocks E, F, H and I jointly protect the shaver against water (indicated

by the symbol (q). Next, Building blocks B, C, D, and F engage in many technical interactions,

because of the function ‘follow contour’ (∏) and ‘remove waste’ (r). A good shaving

performance involves closely following the contours of the male face. In addition, the

function ‘cleaning’ represents the opening and closing of the shaver to clean and remove the

waste. Finally, the function ‘protect against falling’ (i) gives rise to 11 technical interactions

between the building blocks.

µ Figure 6.6 The identified mapping interactions between the building blocks

6.2.3 The physical interactions

Figure 6.7 illustrates the physical interactions that take place between the building blocks.

Each symbol refers to the specific sub-type: global constraints, side effects, and physical

interface. Contrary to the previous two types of technical interactions, building block G

interacts with building blocks F, H, and I (see symbol I) because they share a limited amount

of space. Side effects then cause technical interactions between building blocks F and G and

between building blocks G, H and I. These technical interactions are represented by the

symbol (9) and in this case represent electro-magnetic radiation, heat and vibration. Finally,

the physical interface of, for example, building blocks F and G is shown by the symbol (Ï). We

see that the physical interface is an important cause (15 times) of technical interactions;

building block F in particular is a key player, interacting with 6 other building blocks. 
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µ Figure 6.7 The identified physical interactions between the building blocks

6.2.4 Final remarks

On the basis of the data collection, the three proposed types of interactions between the

building blocks could be clearly identified. The four different evaluators documented the

interactions remarkably similarly. There were no different opinions about the documented

interactions. The only differences occurred with respect to the side effects. For some pairs of

building blocks only three of the four observations included a specific side effect. After

comparison of all of the results, some designers mentioned that they had ‘overlooked’ a side

effect. Everybody eventually agreed on a final set of interactions.

Summing up, many different interactions of all types were identified. The electric shaver

involves relatively few functional interactions and most of these refer to flows of energy. There

are quite a number of functions that are mapped across multiple building blocks. As such, a

shaver clearly deviates from a fully modular one-to-one mapping model. It is striking that

building block G does not engage in any mapping type of interaction. This fact will be brought

up in the discussion. Finally, there are many physical interfaces between the building blocks.

Contrary to the mapping type, building block G can be seen as a champion of side effects and

global constraints.

6.3 System-level coordination 
Having illustrated the shaver’s interactions in the previous section, now is the moment to link

these to the actual coordination required during the design process. As described in the data

collection protocol, team members were asked to identify the coordination required in terms

of the shaver’s product architecture. This has been done for each interaction between each

pair of building blocks. The results for each type of interaction will be described separately and

some general comments will be made.

6.3.1 System-level coordination for functional type interactions

Functional interactions involved a relatively small amount of coordination and it was

relatively uncomplicated. During the starting phase of the project, a few experienced

designers made a great effort to identify a set of functional specifications. These could be

easily described and were informally communicated to all of the design teams. From that

moment there was no need for the teams to discuss this topic any further. All teams focused

on their individual solutions, bearing in mind that the teams would jointly supply the
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appropriate specifications. However, at a late moment during the design process, one team

was unable to make their functional conditions work. As a result, new and ad-hoc system-level

coordination was carried out to establish a new set of functional conditions. This obviously

meant that each design team had to make a good number of changes to the decisions that had

already been made.

6.3.2 System-level coordination for mapping type interactions

Interactions of the mapping type clearly indicated a need for intense system-level coordina-

tion. In order to make a shared function operational, the design teams involved had to 

collaboratively solve problems. In all cases it took a long time before the conditions for each

team were clear and they could proceed with their work concurrently. In fact, the teams

frequently had to make mutual adjustments to their detailed design decisions due to the

mapping interactions.

For the mapped functions ‘look nice’ and ‘protect against water’ two overarching teams

were temporarily created in addition to the individual design teams. The first overarching

team mainly consisted of members of the industrial design department, and the second

included experienced designers from mechanical design, production and engineering. The

main reason for the creation of these teams was the ‘newness’ of these functions for the

company. The styling of the shaver obviously had to differ substantially from previous models.

Furthermore, the waterproof concept was completely new to the firm. As a result, different

technical concepts were generated and tested before the main solution was chosen. For both

interactions weekly meetings were instituted in order to coordinate the design teams. 

For the other mapping type interactions there were no formal coordination mechanisms

and coordination was achieved in a ‘lateral’ fashion by mutual adjustment. Note that there

was much more experience in performing the technical aspects of these functions. This will be

dealt with in greater detail below.

For the mapped function ‘protect against water’ and for the styling of the shaver many

alternative solutions were reviewed. The chosen way of generating the ultimate solution had

a generate-test character, and whenever it needed to be tested, this had a considerable impact

on the building blocks involved. As a result, during this period the design teams were unable

to make detailed design decisions in isolation of each other. The teams all relied on mutual

adjustment to establish the system-level coordination and to adapt to the changes made

necessary because of the evolving mapped solution.

The ‘look nice’ function had a particular impact on the design teams due to the intrinsical-

ly fuzzy character of ‘nice’. To find out whether a specific styling is sufficiently ‘nice’, the

proposed concept had to be tested by a worldwide panel of representative customers. Many

different external changes were proposed, but for each test it was hard to predict if or which

one would pass the test. The timing of the tests was planned, but their outcome and possible

need for an additional test (with new styling proposals) could not be planned for. This

obviously had a considerable effect on the design teams.

The final solutions were found relatively late during the project, but from that moment a

feasible set of parameters could be defined for each building block, and these were communi-

cated to the design teams by CAD/CAM. From that moment the teams could focus on their

design tasks in relative independence of each other.
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For the other mapping interactions it was roughly the same story, even though the teams had

much more experience with finding the basic solutions for the mapped function. 

The function ‘protect against falling’ affected many blocks during the design process. A

test for whether the blocks could jointly fulfil this function correctly could only be performed

at the end of the design process. Simulation studies to predict the effectiveness of the

solutions were not yet possible since there were too many detailed design parameters involved

and in too complex a fashion. During the design process, designers in the design teams

adjusted their settings a number of times on the basis of experience and general design rules.

The blocks C, D, E and I, J involved a multiple number of mapping type interactions. This

required considerable mutual adjustment across the design teams during most of the design

project. Engineers stressed the complexity and non-standard character of these joint multiple

interactions and mentioned the difficulty of dividing the work between multiple designers.

One said: 

While I prefer to assign one engineer to the task of designing both blocks, it is unfortu-

nately too much work for one person. Several people are now doing these tasks, spending

half their time coordinating.

Another one stated:

Speeding up the design of these chunks is hardly possible: I’m working as hard as I can,

and increasing the number of people for this design task will only slow down the process

because we would have to coordinate all day.

The interactions between blocks B and F required intense coordination within the one room.

These blocks engaged in two interactions of the functional type. In this case not only the coor-

dination of each interaction separately was difficult, but the interplay between the two

mapping types caused enormous coordination problems. One designer explained why:

If I make a small change to block B this affects the shared function ‘contour following’

such that a change has to be made to block F. However, if an appropriate adjustment is

made to F this also affects the shared function ‘clean waste’ and thus I need to change

block B again. Hence, and I think you will already have guessed what I’m going to say,,

this in turn changes the contour following…!

As a result this process required a great deal of trial and error and the lead engineer had to pay

it a lot of personal attention. Obviously, once a solution is found, these settings are particu-

larly sensitive to small changes. 

Unlike all the other building blocks, G engages in no interactions of the mapping type, as

was previously mentioned in section 6.1. Strangely enough, the design team of G preferred to

work within their functional department instead of the shared one room. They argued that

there was no need for intense coordination with the other design teams, though for team-

spirit purposes they would stay together.

Finally, many engineers stressed how sensitive the mapping interaction specifications

were to small late changes. They mentioned that on a significant number of occasions,

unpredicted changes occurred during a late stage of the design process, which in turn 
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caused a considerable amount of system-level coordination to identify a new set of

overarching specifications.

6.3.3 System-level coordination for the physical type of interactions

In general, the physical interactions were fully specified until late in the design process. The

coordination history of each sub-type will be treated separately: global constraints, interface,

and side effects.

To start with the global constraint interactions: it was previously observed that building

block G was involved in a number of global constraint interactions due to a limited amount of

space. The coordination of these interactions was closely related to the styling function.

During the styling ‘selection period’ the spatial interaction was subject to many changes and

required a frequent update with the neighboring design teams. For each alternative style that

was proposed, the design teams had to adjust mutually in respect of an appropriate and

realizable division of space. These discussions took a long time and involved much trial and

error at the level of fine detail since each proposed style imposed a lot of constraints on the

available space. From the moment the final styling was determined, the available space was

divided (by the lead engineer) and allocated to the blocks involved. The constraints could

easily be communicated to all designers via CAD/CAM. For most design teams very little

system-level coordination was required afterwards. Unfortunately though, the space

constraint for block G turned out to be extremely tight. This resulted in a significant number

of redesigns of block G in order to find a satisfying physical solution within the given spatial

boundaries. While these redesigns did not themselves require any additional coordination

between the teams, in a few cases the team had to beg a neighboring team for slightly more

space, which obviously went together with additional system-level coordination. However,

unless the interactions were constantly in the minds of the G design team the amount of

system-level coordination was relatively low, and all teams could generally perform their tasks

in relative independence.

Second, the coordination with respect to the physical interface differed per interaction. In

the majority of the situations, the interfaces were explicitly considered after the other types

of interactions were clearly known. A design involving an interface between two building

blocks was often performed by one of the two teams and required little system-level coordina-

tion. The electric wire between the drive unit and the power unit was, for instance, seen as a

‘distinct’ component that could be performed by one team. However, designers mentioned

high levels of coordination when it was not clear which team was responsible for the design,

or when the proposed interface was strongly biased toward the design team in charge, and

unacceptable for the other block involved. Furthermore, late adjustments to the interfaces

involved intense trial and error between the teams since most design parameters were already

fixed by other interactions and accordingly the ‘solution space’ was extremely limited. The

lead engineer paid great attention to these interfaces and took care of the coordination. It was

nevertheless considered much too much work for one person.

Third, the coordination of the side effects had an ad-hoc character. From the moment a

side effect was detected, emergency meetings or temporary teams were created (initiated by

the development management team). The temporary teams considered proposed changes and

set engineering change protocols in motion. Accordingly the side effects required a great

amount of mutual adjustment and close face-to-face contact since the matter was very

complex and sensitive to small changes. Furthermore, the effect of proposed changes could
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only be tested after these had been fully implemented. In some cases the side effects could be

solved by small changes within one building block, in other cases trial and error between

multiple blocks was necessary. Things became even more complex when proposed changes

affected design parameters that were also part of other interactions, and produced a need for

an additional amount of system-level coordination. For instance, increasing the distance

between two blocks was able to solve problems related to excess heat, but this was strongly

constrained because of the chosen styling. 

6.3.4 Summing up and overall remarks

To sum up, the coordination required could be linked to each interaction. The functional

interactions and global constraints required relatively little system-level coordination effort.

Once these specifications were set the teams could do the detailed work in isolation of each

other. In a few situations this was hampered when one block failed to meet its initial specifi-

cations and this gave rise to a need for additional system-level coordination.

The mapping interactions generally went with intense mutual adjustment between the

teams involved. Working in isolation of each other with respect to these interactions turned

out to be a pleasant but non-realistic perspective. During most of the design process, the

design teams needed to coordinate detailed design decisions. In the first place it took a long

time before the specifications of a shared function were collaboratively defined. Second,

these specifications turned out to be sensitive to small late changes, and thus created a need

for additional system-level coordination. 

The physical interfaces turned out to be an important issue for system-level coordination

during the latter parts of the design process. In general, each interface was designed by 

one team, which obviously required very little system-level coordination. However, the 

most important reason for coordination being needed was the initial decision of which 

of the two teams was responsible for their physical interface, and the subsequent testing of

the interface. 

Finally, the side effects required a considerable amount of system-level mutual

adjustment. The design teams had to discuss each other’s detailed design decisions and

adjust and test their parameters collaboratively. However, the specific features of coordina-

tion strongly depended on what technical issues these side effects referred to.

6.4 Towards options for improvement
In the previous two sections design team system-level coordination was described in terms of

the underlying architecture of the product. In this section, how this resulted in the design

teams reaching a common understanding and the generation of options for improvement for

future design projects will be described. The general findings will be introduced below, and

the form in which the results will be presented here will be explained in greater detail.

6.4.1 Introduction

At the time of this analysis the design team had almost finished their design project and 

the entire process was fresh in their minds. The project had had a significant impact on the

firm and had not gone unnoticed by any of the groups within the plant. There were mixed

feelings about the project. On the one hand the team was really proud of having pushed

themselves to the limit to bring a new and innovative shaver to the marketplace right on 
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time. On the other hand the amount of effort that had gone into it was tremendous. The

project team was continuously forced to search for non-standard solutions and needed to

spend enormous effort on coordination. Various parties within the organization were

searching for explanations for this intense effort and were looking for ways to prevent these

situations occurring in the future.

The analysis thus came at the right moment in time. It enabled a clear overview of the

established interactions between the shaver building blocks and emphasized the importance

of system-level coordination. This idea was not a familiar one within the company and

resulted in reflection about the product architecture, and the way they managed the interac-

tions in general was put under scrutiny.

The need for this could be explained, and options for improvement per identified

interaction could be suggested. How each interaction was embedded within the broader con-

tingencies of the firm could also be clearly deduced.

The analysis was presented to groups of designers, project leaders, and management and it

became clear that these parties saw the importance of different aspects. Broadly speaking, the

project leaders were concerned with the organizational structure, planning, and allocation 

of responsibilities during the project. The designers took a very broad view, but highlighted

the importance of day-to-day coordination of the interactions in particular and discussed 

the causes for these interactions. In their turn, the management team generalized the

findings of this project to all ongoing and future development projects and focused on the

need for a change of architecture. Their basic reaction was that some ‘major’ interactions

needed to be removed in future projects. Accordingly they focussed the discussion on major

contingencies (cost, shape, etc.) and priorities that affected the major technical interactions

involved in the product.

It should, however, be said that this is not to imply that the designers did not consider

strategic matters or that management was not concerned with the operational aspects; these

are merely the broad differences. The findings will be structured in the following fashion.

· The company’s ideas about how architecture and system-level coordination is generally

managed will be described.

· How well the required coordination can be deduced and what options for improvement

were suggested will be explored.

· How the interaction structure is embedded in the broader contingencies of the firm will be

highlighted.

6.4.2 Improvement in general awareness of system-level interactions

Representation of the architecture of the new shaver created an awareness of the occurrence

of some interactions that had not previously been noticed by all parties. There had been a

belief that the shaver was composed of independent modular building blocks. This is actually

not so surprising.

At a general level, the interactions gave a structured unambiguous overview of the great

need for system-level coordination during the design project. This triggered discussion and

reflection on the organizational structure of the design projects and what aspects could have

been done better. The main issues are described below.

The project team was of the opinion that the current match between the product and the

design teams was the best one possible. Despite the members now realizing the considerable

number of interactions between the blocks, they argued that there were considerably more
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interactions within the blocks, hence a change in the structure of the design teams would

obviously result in even greater need for system-level coordination.

The one-room approach was considered very beneficial since frequent lateral exchange of

information between the design teams was needed to manage the interactions. The team

mentioned, however, that the one-room approach went at the expense of learning from other

teams and functional departments. Hence, for block G (the one with no mapping interactions)

it was suggested that this take place (or partly so) within their functional department. For the

others, though, coordination of the workflow was given the highest priority.

The design team suggested that the team’s weakness was the underestimated importance

of structural and formal system-level coordination. The easy exchange of information between

the teams did not force the project members to handle the interactions in a structured and

deliberate way.

Formally speaking, the lead engineer was responsible for the management of all system-

level interactions. However, given the great number of interactions it became clear that one

person could not possibly handle and control all these interactions. This management

overload, however, was not formally compensated for at the design team level.

Furthermore, the meetings that were instituted to handle the interactions between the

design teams were considered to involve too many people. In these meetings all of the inter-

actions between all of the building blocks were addressed. Since engineering issues tended to

involve only a few interactions per engineer, they tended to lose their concentration.

Another issue that was mentioned was that according to the designers, the work was

divided into too many tasks. For the design project in this analysis, the number of team

members was significantly larger than for other design projects. The major reason for this was

to increase the speed of the process, since no time was lost because of shortage of designers.

As a result, the same amount of work was divided across more people and the design tasks

became much smaller. This meant that much more coordination was required within the

design teams and there was less focus on matters outside the design team. It was, however,

striking that some designers helped other teams when they had finished their initial tasks,

though this was usually to perform a small and local task. Somewhat paradoxically, switching

designers between the teams did not increase understanding of the need for system-level

coordination, but rather reduced it.

To sum up, the focus on the interactions between the building blocks made the emphasis

on the issue of system-level coordination one of major importance. This connection had not

previously been made explicit, and it initiated a discussion on how system-level interactions

were managed in general. Despite the generally recognized advantages of a design-team

structure, the system-level interactions could have been managed much better. The focus on

the teams was greater than the focus on the interactions. In effect, the following measures for

improvement were suggested:

· In addition to defining the role of the lead engineer, clearly defining responsibilities in

relation to interactions between the design teams.

· Initiating smaller and more focused meetings to formally handle the interactions.

· Preventing the tasks from becoming too small in order to increase the focus on system-

level interactions.

These options for improvement are a direct result of the emphasis on interactions. It should

be noted, however, that the last recommendation in particular has little to do with the
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theories described above. This point will be brought up again in the discussion. In the 

next section, use of the analysis to explain and improve the individual interactions 

will be described.

6.4.3 Improvement per interaction

Since the documented interactions were clearly categorized according to the proposed

taxonomy, the inevitable consequences for system-level coordination could be explained.

Again, the team members fully understood the natural consequences of coordination

embedded in a specific type of interaction. Translating this ‘logically’ into system-level coor-

dination for each interaction had clearly helped a lot as it reflected the way the design team

actually worked.

Some team members (the designer, for example) tended to make comments such as 

the following:

Now you can see that it is not our fault that coordination between our two design teams is

taking so long; it is due to that mapping type of interaction. If we want to speed things up

we really have to do something about that interaction..

On the other hand, some retreated to the security of their team and commented that in some

cases, considerably more effort was spend on coordination than in retrospect seemed

necessary for a particular interaction. This was one comment:

Maybe we could have organized that functional interaction much more effectively than we

actually did. Why were we working that way and how can we improve in the future?

Below is described what options for improvements were suggested for each type of

interaction. These options contain both suggestions for manipulation of the interaction and

suggestions for improved coordination. The traditional sequence will be followed: functional,

mapping, and physical interactions.

Improvement of functional interactions

Things went smoothly during most functional interactions. However, the engineers have now

recognized that the functional interactions were only suitable for working concurrently under

the condition that the functional scheme is clear and realizable. Accordingly, a number of

suggestions were proposed.

· Focus on functional scheme.

Most designers had years of experience in designing shavers and were used to thinking 

in terms of physical solutions. The construction of a functional scheme did not have the

highest priority since in their view the main solutions were already known to a large extent.

They did not expect that a functional scheme could add much. However, more emphasis 

on a functional scheme could have had many advantages with respect to system-level 

coordination. The scheme could have been finished earlier and have been presented in a 

more formal and structured manner so that the design teams could have started their parallel

work at an earlier stage of the design process.
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· Risk management.

Since the teams could work in isolation of each other (for functional interactions) they lost

track of the progress of the other teams and were not aware of the gradually increasing risk

that one of the teams would not manage to fulfil its functional specifications. As a result most

teams were confronted with unexpectedly having to reformulate functional specifications at a

late state of the design process. If this risk had been identified at an earlier stage of the design

process, a lot of coordination and effort within the teams could have been spared. It made it

clear that each team has a responsibility to realistically estimate and communicate the

likelihood of failure. Some team members mentioned that avoiding a team attitude of ‘failure

is not an option’, or ‘we’ll do everything we can to solve the problem before we bother the rest

of the organization’ would be to the benefit of transparent overall coordination. This would

suggest that the risk of a team not fulfilling its functional specifications at the end of the

design process should be explicitly addressed and managed. Successful risk management

depends on two parties. The design teams must be open about what progress is being made.

On the other hand, (project) management needs to recognize and control the risks.

· Enlarge the range of functional specifications.

With respect to the ‘hardware’ of the interactions, system-level coordination would have been

improved by the functional specifications having more ‘slack’. For instance, coordination

becomes easier if the power unit is designed to supply electricity within the range of 4 to 5

volts, although a range of 4.5 to 4.6 volts would suffice. Functional over-specification reduces

the time that is needed to construct a realizable functional scheme and therefore facilitates

working concurrently. Moreover, ‘slack’ also reduces the risk of failure by the team itself, or

reduces its sensitivity to the failure of other design teams, and accordingly diminishes the

probability of additional coordination being needed. This option for improvement would

clearly have a considerable impact on the unit cost price of the shaver, and this would have to

be taken into account later on.

· Predevelopment.

For those building blocks that failed to formulate their functional specifications, predevelop-

ment would have been a good option. Construction of the overall functional scheme would

obviously have been faster if research had been done in advance of the project. In addition the

probability of failure would have been considerably reduced if there had been more readily

available knowledge of the physical solutions.

· Standardization.

Similarly, an existing solution obviously needs the least system-level coordination involved.

Improvement of mapping interactions

With the mapping type of interaction, the underlying nature of the interaction may explain

what coordination is required. As such, the most effective way of bringing about improvement

is to change the mapping interactions and thus reduce the need for coordination. Improving

the coordination is another option. Some suggestions for doing so are the following:

With respect to this coordination, a project member mentioned that once a solution has

been found for a particular shared function (whether this is done collaboratively or not) it is

important that the conditions remain ‘sacrosanct’ for the rest of the project. The reason for

this is that every time the conditions are violated new system-level coordination is required to

identify new solutions, and this will effect the other design teams. This provoked the

following suggestions.
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· Check and manage solved mapping interactions.

In this regard, the project team mentioned several cases where an already solved mapping

interaction was ‘disturbed’ by accident. The geometric solutions of the mapping interactions

were documented and communicated within a CAD system. It turned out that such a system is

not completely suitable for communicating the exact agreement since too many things may be

affected. Inexperienced designers made small changes to ‘their’ blocks without the system

warning them that they were affecting a mapping interaction. It is thus advisable that already

solved interactions be continuously checked and managed by an experienced designer. The

next remark is similar.

· Avoid unnecessary changes.

Making changes to building blocks that unnecessarily affect mapping interactions should be

avoided. Designers mentioned that some late changes within a building block unnecessarily

affected a shared function and consequently initiated additional system-level coordination.

One reason for this was that team members became used to dealing with changes since

mapping interactions take a long time to coordinate informally. Hence, when changes were

proposed at a late stage of the design, there was no system for alerting the teams that this

could be a dangerous move. Instead, the teams rolled up their sleeves and set to work.

Likewise, it was not always clear when the design teams were still looking for a feasible set of

design parameters for the mapped function, or when the conditions for each building block

could be considered set and fixed. To sum up, the unintended drawback of high levels of

mutual adjustment is perhaps that it does not force designers to draw clear boundaries around

decisions that have already been made. It should be noted that while unnecessary changes

should obviously always be avoided, no matter what type of interaction, the mapping type is

particularly sensitive, and the consequences for coordination are especially harmful.

· Predevelopment.

As with functional interactions, prior knowledge facilitates coordination. For the function

‘protect against water’ this would probably have prevented the need for much system-level

coordination. Though predevelopment of a mapped function can be more complicated than

for the functional, since it is much more influenced by the detailed characteristics of at least

two of the blocks, it should be noted that predevelopment of the ‘look nice’ function is hardly

an option since it is too dependent on fashion.

As mentioned before, these types of interactions are intrinsically difficult to coordinate,

and it must be said that the above remarks notwithstanding, the design teams did a good job.

As such, the technical manipulations that the interactions involved would seem to be

preferable to setting up a system to facilitate system-level coordination.

· Reduce the number of mapping interactions.

To take an example, if the function ‘protect against water’ could be fulfilled by one new

building block, then the number of mapping type interactions would be significantly reduced.

All coordination with respect to that function would take place within the building block, 

and no system-level coordination would be required at all. The same applies for the other

mapping functions.

· Simplify mapping interactions.

It was found that for the mapping interaction between B and F, additional conditions were

included for marketing reasons. Further investigation showed that these conditions could

easily be relocated to a different internal building block location, and as a result greatly

simplified mapping interactions and the related need for coordination.

106



· Standardize a mapped function.

Standardization has the benefit that the detailed specifications of the mapped function are

set in advance and no system-level coordination between the design teams is likely to be

required. The drawback, though, is that such a standard interaction greatly restricts the

technical decisions that then have to be made within the design team.

It should be noted that all options that affect the physical product seem to be quite effective

in reducing the need for system-level coordination, but are also strongly constrained by

available technology, marketing and other contingencies. This aspect will be examined in

greater detail in 6.4.4.

Improvement of physical interactions

The physical interactions will be addressed per subtype

– Global constraint

With respect to global constraint interactions, it was observed that it took a relatively long

time before the available space could be divided across the several building blocks, but that

afterwards parallel development was possible, though for block G the constraints were really

tight. The following options are thus available.

· Make the division of space as realistic as possible.

According to the design team, the allocation of space could have been done with more care

and more regard to feasibility. 

· Relax the global constraint

The coordination effort that is involved with a global constraint can be reduced by creating

more space. This speeds up the decomposition process and reduces the probability of failure.

Two options come to mind. The first is for styling to take the interior dimensions of the

building blocks more into account. The shaver would probably become slightly larger or, alter-

natively, altered at some at some points. The second alternative is to miniaturize the building

blocks by choosing other technical solutions. The choice of a smaller motor (with the same

functionality) would reduce the pressure on space and facilitate system-level coordination

considerably.

– Side effects

The project team was well organized to handle side effects. Emergency meetings or temporary

teams could be quickly instituted, and exchange of information between the designers

involved was easy. However, the following options should be considered:

· Speeding up of the procedure for engineering change. 

When changes have to be made to the original specifications these have to be agreed upon by

all parties involved. By their very nature, these are relatively long and possibly hierarchical

procedures. Some designers mentioned that speeding up the process may have benefits, and

there were some suggestions made about how to do this. Looking at it in terms of Galbraith’s

theory, this would include the option of increasing the capacity to handle exceptions. In fact,

faster change protocols would be beneficial for all interaction types, but are most relevant for

this situation.

· Predict side effects.

When side effects can be predicted in advance, the coordination can be transformed to a
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mechanism of goal-setting and much less system-level coordination will be required in the

later stages of the design process, though as noted in the description of the results, for

mechanical matters, this may be difficult to predict in advance.

· Prevent side effects

The most effective solution is to prevent side effect. To do so, particularly robust solutions

with not much chance of side effects should be given preference. However, these are likely to

entail additional costs. A more reactive solution would be to build in the possibility of being

able to easily make changes if side effects do occur.

– Interfaces

As was previously mentioned, the best way of improving interfaces is to make clear decisions

about who is responsible for their design. In addition, standardization of the interface would

greatly facilitate coordination. However, the other interfaces and contingencies will heavily

influenced the feasibility of standardization.

To sum up, as shown above, each type of interaction can be improved, and the best 

way of doing this will depend on the type of interaction. The focus will now shift to the

underlying contingencies of the interactions and a broader light shed on the manipulation 

of interactions.

6.4.4 The contingencies behind the interactions

In Chapter 4, the importance of understanding how an interaction is embedded within the

organizational structure and way of working was described. Since the technical reasons

behind the documented interactions were clear, it was possible to analyze the underlying

reasons for specific technical interactions being chosen. Most technical choices could clearly

be traced back to purposefully set project or company goals. With the shaver, the number of

technical interactions between the building blocks could be explained by a design policy of

optimizing styling and unit cost and maintaining the fit with the production structure. 

Low unit cost

For the functional interactions in particular, ‘over specification’ was suggested as being the

best way to facilitate coordination. However, the present ‘narrow’ specifications of the

functional interactions can be explained by the ongoing pressure to reduce unit cost. Since

the shaver is a high volume product, every saving of a cent in the dollar results in enormous

overall cost savings. 

A power supply with minimum specifications is cheaper than one with greater functionali-

ty. One designer explained this in the following way: ‘Even those that don’t work have to be

feed’. If the company wants to reduce system-level coordination in the future (by altering the

interaction) the unit cost represents the greatest barrier. The problem here (one recognized

within the literature) is that while it is a straightforward matter to calculate the increase in

unit cost, it is far more difficult to calculate the overall effect.

The cost factor is also the most pressing reason for not choosing the option of miniaturizing

the building blocks in order to facilitate global constraint interactions. Smaller components

are generally more expensive than larger components with the same functionality.

The need for the many interactions may also be related to cost considerations. For two of

the mapped functions within the current design the functions can be carried out by the

already available design parameters of the two blocks. Hence, if the function were allocated to
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one block, additional design parameters would have to be included in that block, which would

in turn increase costs.

Styling policy

The styling policy also reduced the space available for block G and caused global constraint

interactions. In fact the global constraints could have been managed more effectively if the

inside building blocks had been designed first, and the styling determined afterwards.

However, this was not in line with the overall priorities of the firm. Styling always takes first

priority and the least restrictions possible are imposed in order to achieve maximum customer

satisfaction. In the options for further research this issue will be looked at again.

Assembly system 

The established assembly system works best with components of a specific size. This has

resulted in the choice of relatively larger components than would have been chosen

otherwise. In combination with the high standards for styling, the larger components in turn

increase the global space interactions.

Production structure 

The available production structure strongly influenced the technical choices that gave rise to

the mapping interactions. The fact that there were four distinct production units restricted

the technical options for the function ‘protect against water’. This resulted in a great number

of mapping interactions. Some options for manipulation were also hampered by the firm’s

existing form of mechanization. A change in interactions requires investments in new

production technology, which in turn has an impact on costs.

To sum up, a significant number of technical interactions can be traced back to the firm’s

broader contingencies. These contingencies are deeply embedded in the firm cannot be

changed overnight. When the firm makes the decision to speed up the design process by

manipulating the technical interactions these go at the expense of the firm’s traditional

policy. As such, any wish to increase the performance of design projects has to be weighed up

against the company’s other contingencies, and new priorities need to be set.

6.5 The implications of the analysis
The foregoing sections have dealt with the analysis and options for improvement. This section

will describe the post-analysis period: what happened next. Its effect on the management of

system-level interactions within new projects will be briefly discussed. The most significant

change − the institution of an architecture team − will also be looked at. Finally, the difficulty

of measuring the effect of all of the options on the actual performance of new design projects

will be discussed. A performance indicator will be proposed which hopefully will provide

empirical evidence of improved project performance in the future.

6.5.1 The effects within the design teams

After this researcher and members of the company had presented the results of the analysis,

two posters advertising their implications were created. These were hung up in all of the

departments in order to increase awareness of the product architecture and its considerable
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impact on the organization of the design processes. After the analysis, the focus on inter-

actions in new design projects increased. These were coordinated more deliberately, and 

to the extent that this was possible, the designers tried to minimize the interactions. 

They were at least able to take the coordination perspective into account when selecting

technical solutions for new shavers. The clearest example of the new emphasis was the 

introduction of a formal decision document where the interactions were now explicitly

included. This document includes reports from all of the design teams on their building 

block decisions and a matrix clearly indicates when the decisions made by one unit will affect

those made by the others. The most remarkable change, however, was the introduction of 

an architecture team. 

6.5.2 The architecture team

The architecture team was instituted immediately after the presentation to the development

management team. It was a multi-disciplinary team with managers from product

development, manufacturing, engineering, logistic, internal consultants, and the researcher

himself. Other disciplines such as marketing and purchasing were planned to be added in a

later period.

The goals of the architecture team were twofold. The first was to broadcast the new vision

on architecture to the whole company. The second was an exploration of the options for

adapting the architecture so that it was more efficient. This included manipulation of interac-

tions within the broader perspective of the disciplines and contingencies. 

The second aspect related to most of the team’s activities, and the initial steps that were

undertaken. These will be briefly outlined.

Outlining the overall impact of architecture

As a first step, the team members identified the main issues in their particular field and linked

these to the product’s architecture. The main business goals of the company were then

formulated and the contribution to these goals that could be made by an adapted (more

modular) product architecture was roughly estimated and compared to the estimated 

effects of the traditional architecture. As could have been deduced, next to product

development, the most important stakeholders of a new architecture were the areas of

production and engineering.

Diversity study

The subsequent step included a much more detailed study of the production and logistical

situation. The increasing emphasis on variety over the years was traced and the achieving of

variety within constraints was addressed. The ideal picture of a relatively small number of

different building blocks and a great variety of end products (variants) was compared to the

existing situation on the floor. It turned out that over the years there had been a decrease in

uniformity of building blocks and components. The company was obviously fully aware of this,

but now we were now able to explicitly link the level of uniformity to the interactions between

the building blocks. As a matter of fact, the interactions between building blocks not only

cause considerable need for system-level coordination, they also result in unique physical

solutions, which in turn decreases the overall level of uniformity. An analysis of which inter-

actions between the blocks could be identified as most hampering standardization was done,

and this knowledge used to largely determine the new architecture.
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Trade-off

As a direct consequence of the analysis of system-level coordination and the above steps

which took the production situation into account, the trade-off for a new adapted architec-

ture could be calculated more precisely. On the one hand it was expected that fewer system-

level manipulations would result in better design project performance and greater uniformity

on the production-floor, but on the other hand it was likely that all of the options would result

in a higher unit cost per shaver. Various scenarios were formulated and their overall effects

calculated. These calculations were very complex and surrounded by assumptions, but

ultimately led to highly beneficial courses of action. 

At the present moment this process is still underway, and for reasons of confidentiality a

more detailed illustration of the plans and implementations cannot be given. There is no

doubt, however, that the analysis has had a significant effect on the new design projects and

can be expected to have a positive impact on project performance. The next section will

address this aspect in more detail.

6.5.3 Measuring performance

The final research question addressed the impact of the analysis on the performance (time,

costs, quality) of the project. It is, however, impossible to prove that the design processes

have led to or will lead to better performance.

In order to investigate the relationship between the implementation of improvements and

increased project performance at least two variables are required: an indication of the

improvements implemented, and a measurement of actual performance. 

The latter variable was particularly difficult to obtain at the time of this investigation. The

major reason for this is that the throughput time of the new projects (after the analysis) went

beyond the period allotted to this research project. Hence it is only possible to measure the

overall performance of the new project in the longer term. Another way of viewing this is that

the initial stages of the project cannot provide reliable information in the short term. A glance

at the previous design projects will show that the initial performance of a design project

within its first phases is no predictor of the final outcome of the project as a whole. In some

cases high speed in the initial phases was compensated by relatively low speed at the end of

the project. For other projects it was just the other way around. 

In effect the only thing that can be done is try to find a way of measuring how interactions

are handled within new projects such that these can be related to the performance of design

projects in the long term.

Any assessment of how interactions are managed will be based on the fact that

improvement will ultimately result in earlier full specification of the interactions between

building blocks. The described suggestions for better coordination of existing interactions all

highlight the importance of early and formal specification (where possible) of the interac-

tions. In addition, it can be expected that all proposals for the manipulation of interactions

will also stimulate this effect. In fact, the reduction of interactions, the simplification of

interactions, and standardization of interactions will all make the specification of the inter-

actions easier and facilitate early specification.

A performance indicator that focuses on specification of interactions between building

blocks during each new design project will now be proposed. After each stage is completed, all

interactions, whether functional, mapping, or physical, are fully specified for each pair of

building blocks. This can be done on the basis of posing a standard question and putting it to
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each building block designer: 

Are the interactions with the other building block specified such these are completely clear

and sufficient for an (imaginary) other company that has to design the other building

block? 

The answer can be Yes or No. The results are shown within a matrix as depicted in the figure

below.

µ Figure 6.8 An example of the proposed performance indicator

The matrix shows whether the interactions for each pair are fully specified or not, and

indicates the overall percentage of specified interactions. These percentages can be compared

during the evolution of the design process. This is shown in the next graph (Figure 6.9).

As a direct consequence of the analysis and implemented improvements, the percentage of

fully specified interactions can be expected to increase. This is to say that at any specified

moment of the design process, the ‘improved’ processes will have relatively more fully

specified interactions than the traditional processes.

These percentages can be compared to the actual performances of the design projects under

study. To what extent the options for improvements have been implemented can thus 

be determined, and related to performance. In the discussion to this aspect will be looked 

at again.

In addition to the measuring of performance, this representation can also be used by

company management to check to what extent the recommendations of the analysis can

actually be applied to design projects.

To sum up, it is not possible to indicate precisely how the analysis has resulted in actual

improvement to system-level coordination and how these affect the performance of the

projects. What can be said, however, is that the company has initiated many courses of action
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based on the analysis, of which the institution of the architecture team is the most radical

one. Furthermore a way of modeling how all these actions result in better system-level coor-

dination which in turn can be related to project performance has been described.

µ Figure 6.9 Comparing the percentages of fully specified interactions

6.5.4 Summing up

The representation of product architecture enabled system-level coordination problems

within the electric shaver design processes to be clearly understood. This included the

company gaining an increased awareness of the management of interactions in general. The

current way of working could be seen and the project team suggested ways in which the inter-

actions could have been handled better.

The second result is that each interaction could be discussed separately and coordination

improved. Based on the characteristics of each type, better ways for coordination could 

have been suggested or technical changes to the shaver proposed in order to facilitate 

coordination.

The analysis also had the effect of enabling the overall company or product policy to be

translated into interaction structures. This aided understanding that some interactions were

unavoidable and showed the broad implications of interactions being manipulated.

6.6 Discussion of the results
In this section the results of the case study will be discussed and the methodological aspects

introduced in the beginning of this chapter considered. This will be done for all four objectives

of the case study. The same sequence in which the results were described will be adhered to.

First, the validity of the taxonomy for representing product architecture will be discussed.

Second, the relationship between the interactions and coordination required will be

described, and whether the findings meet the theoretical propositions or where these may be

revised or extended . Third, the functioning of the tool in practice will be described. The logic

of the taxonomy’s ability to improve a design process will not be addressed in any depth, but

the role of the analysis in general. Methodological considerations will also be addressed.

Fourth, the problem of how to measure the actual effect of the analysis on project performance

will be addressed. 

113

p
er

ce
n

ta
g

e 
fu

ll
y 

sp
ec

if
ie

d
 

in
te

ra
ct

io
n

s

0 6
0

100

stages design projects

improved

old



These will all fall under the following headings:

· Discussion of the validity of the interaction constructs.

· Discussion of the relationship between the interaction types and the required coordination.

· Discussion of how to generate options for improvement.

· Methodological considerations.

· Discussion of the measuring of effect on improvements.

6.6.1 The validity of the interaction constructs: discussion

During the thesis, the necessity for the interaction constructs to have high validity has been

frequently stressed. In this researcher’s view, a proper analysis of a product’s architecture has

to be based on this. To that end, considerable attention has been paid to producing clear

theoretical definitions of the interaction types and the case study protocol designed in such a

way that the interactions could be observed on frequent occasions.

The results of the case study strongly suggest that the three proposed types of interactions

are valid. In the first place, per interaction, the four interviewees documented the interac-

tions almost identically, independent of their background or moment of interviewing.

Second, during the subsequent steps of the protocol there was no disagreement about 

the identified interactions, nor was it commented that there were missing interactions 

that had not been included in the interaction constructs. In all cases the interactions could 

be clearly linked to underlying technical reasons, which made different interpretations almost

impossible.

The reliability of the interactions is considerable since these are based on a real-life

product and can be checked at any time and independently of this investigation.

The taxonomy can be expected to be externally valid as far as representing the product

architecture of a broad range of other products is concerned. The evidence for generalization

is not to be found in the shaver case study, but is based upon the logic of the applied

engineering design constructs (analytical generalization). Application of the taxonomy to

other situations is obviously required for proof.

The high validity of the proposed taxonomy is extremely beneficial for the additional steps

in the research. In this researcher’s opinion, the taxonomy potentially provides a strong basis,

theoretical and otherwise, for design project research and product architecture in general.

That the taxonomy of interactions can be applied in a precise and reliable manner is

considered to be one of the research’s achievements.

6.6.2 Discussion of the relationship between the interaction types and 

required coordination 

In addition to high validity for the interactions, developing the interaction types such that

these could be linked to coordination characteristics during the design process was aimed for.

The goal was twofold: to make a first step towards a theory linking product architecture to

organizational consequences, and to show that this would be helpful for understanding and

improving system-level coordination during an actual design process. In this section the

results with respect to the theoretical considerations will be examined. The second aspect will

be discussed in the subsequent section.

In the case study, each documented interaction could usually be shown in terms of the

system-level coordination required by the design process. This enabled all these observations

to be compared or contrasted in order to identify evidence for a relationship between the
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interaction types and system-level coordination characteristics. There was a particular

interest in the extent to which the proposed characteristics of each type of interaction match

actual system-level coordination. In addition, some factors that had an impact on coordina-

tion effort, but were not directly included in our taxonomy, were discussed. The objective

targeted in this discussion is the creation of a theory (or a first step in that direction) on the

basis of which a particular type of interaction between building blocks can be matched with a

particular type of coordination.

The individual findings in respect of each type of interaction will be discussed below in the

following order: mapping, functional and global constraint, and side effects and physical

interface interactions. Furthermore, the effects of the taxonomy’s limitations (as outlined in

5.4) will be discussed. To that end observed interference between the interactions will be

addressed, and time and cost issues briefly reviewed.

Mapping

The findings in respect of mapping types of interactions were remarkable in some respects. In

all cases where these interactions occurred, considerable need for mutual adjustment

between the involved teams was observed. This strongly corresponds to the theoretical expec-

tations (literal replication). Moreover, the only team that was not involved with mapping

interactions demonstrated a relatively low need for coordination. This result contrasts to

those of the other design teams, but for a predictable reason (absence of the mapping

interaction). In this researcher’s view, this is an example of theoretical replication (see 6.1).

These replications substantiate the proposition that a mapping type of interaction is involved

with a considerable need for mutual adjustment during the design process.

Functional and global constraints

The functional and the global constraint interactions will be discussed together since these

turned out to be quite similar. For the functional and global constraint interactions, a

relatively low need for system-level coordination was demonstrated. Almost all teams reached

agreement on the planned specifications of the function or constraint and then performed the

required detailed design work concurrently and without any need for additional system-level

coordination. This matched the theoretical expectations (literal replication). However, not all

functional interactions could be matched with low system-level coordination. In one case,

considerably more coordination was needed than theoretically expected following the failure

of one team to meet its planned specifications. Furthermore, it became clear that where case

constraints are very tight it may take a long time before planned specifications for each team

can be formulated. 

The taxonomy enabled these aspects to be analyzed. However, a future and more refined

taxonomy could perhaps consider including factors such as ‘probability of failure’ or ‘slack’:

had this been done in this research, the observations made at this point could have been 

more precise. 

It should be noted that due to the limited impact of functional interactions on coordina-

tion, replication logic (comparing the coordination effort of blocks with and without

functional interactions) was not effective.

To sum up, the results show that functional and global constraint interactions require a

minimal amount of system-level coordination between the building blocks. Relatively little

mutual adjustment is required and goal setting is an appropriate coordination mechanism.
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The interface and side effects

The relationship between the remaining physical interactions (side effects and physical

interface) and actual system-level coordination is less straightforward. 

In all cases side effects caused a temporary (unexpected) need for mutual adjustment

between the teams. However the coordination needs differed across the interactions, and that

literal replication could not be noticed. This could be expected since these by definition

include some unpredictability, and may refer to all kinds of technical ‘problems’. 

For the physical interfaces we were not able to pose clear theoretical statements about cor-

responding coordination. In respect of the shaver case, the practical findings showed that

physical interfaces involved mutual adjustment late in the design process. In most of the

situations the interface design between two blocks took place within one (of the two involved)

design teams. When properly managed relatively little coordination was involved. However,

there were many reasons for additional coordination being required: unclear responsibilities,

difficulty in meeting the wishes of both blocks, technical difficulties, the relationship to other

interactions. In short, whether a physical interface interaction requires a specific type of 

coordination remains undecided.

Interference between the interactions

The coordination characteristics were discussed for each type separately above. During the

case study however, unexpected interference between multiple mapping interactions

between two blocks (e.g. B and F) was observed. The two interactions each involved a

generate-test cycle between the design teams, but in addition these cycles affected each

other. This is depicted in Figure 6.10. This phenomenon could not be explained according

these types of interaction alone. A closer look at the principles of axiomatic design provides

an explanation for this, however. It would appear that two design parameters (one for each

block) were each involved in the two mapping interactions, giving rise to a coupled design (in

the axiomatic sense of the word as described in Chapter 2). Each mapped function ideally

required a different setting of the same design parameters. In effect, a change in the one

design parameter implies a change in the other design parameter (located at the other block)

and this in turn affects the setting of the first one.

µ Figure 6.10 A closer look at the interference between interactions

Axiomatic coupling refers to a trade-off between the two parameters and in that sense is

different from a single generate-test cycle. It seems very similar to our interpretation of

Thompson’s reciprocal dependence (see 3.1), and the interdependent interaction of the DSM
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studies (see 3.2) These organizational theories both argue that this interaction type is

involved with intense iterative mutual adjustment. 

Since building blocks were modeled as black boxes (see the discussion in Chapter 5) this

taxonomy is not suitable for identifying this type of coupling. In order to do so it would be

necessary to not only identify the reason for two blocks interacting, but also to precisely

model the particular design parameter (location, size, material etc.) involved with that

particular interaction. This would, for example, involve modeling blocks B and F with a

mapping interaction, which would includes the position of component B1 and the geometry

of component F1. To that end, the building blocks should be investigated at the smallest level

of detail in order to explore all of the interacting detailed design parameters.

It should be noted that the interference between the interactions is not just a matter of

mapping types of interaction, but can apply to all types of interactions. The likelihood that a

mapping interaction will cause interference is possibly relatively high since this type generally

involves detailed restrictions on single or multiple design parameters.

This investigation permitted identification of the interference between interactions and

corresponding coordination needs. However, if the need arises to focus purely on the inter-

ference between the interactions, the current taxonomy will need to be extended, the

building blocks opened up and all interior design parameters modeled. This may constitute a

topic for further research. The drawback of including all these details is, however, that it

would be at the expense of a general overview of system-level interactions, and would

probably become a very technical and difficult exercise. This was precisely this researcher’s

objection to the axiomatic approach as stated in Chapter 2.2. This issue will be looked at again

in Chapter 7.2, which deals with further research.

Time and cost issues

With regard to building block G, it was noted that its constraint on space was very tight. This

resulted in a number of redesigns in order to achieve the goals (technical and otherwise). It

was stressed that although team G had a hard task, not much additional system-level coordi-

nation was required and the team eventually reached its goal. The analysis in this research

would probably have been different if time and/or cost issues had been considered. In fact, if

team G needs more time to achieve its technical goals than is planned for, it will have failed to

meet its objectives and additional system-level coordination is required. However, only the

technical aspects of goal-setting were considered.

Overall view and final remarks

Overall, the taxonomy of interactions could usually be linked to specific coordination

activities, which is an important finding in itself. It would seem that the technical constructs

of the prescriptive literature (mainly axiomatic design literature) are appropriate for

describing and analyzing the need for system-level coordination. Despite the prescriptive

models paying little explicit attention to coordination aspects, this is not completely

unexpected. It seems obvious than if the technical constructs had only been useful for

efficient problem solving and not for easy coordination between a number of designers, the

prescriptive models’ claim to be based on good practice would never have been accepted.

The observation has also been made that as expected, in real life many different issues play

a role where coordination is concerned. In almost all of the cases, significantly more coordi-

nation activities were performed than the prescriptive propositions would suggest are

117



necessary. The prescriptive characteristics should hence be regarded as representing the

lower limits of required coordination. The mapping interaction in particular comes to mind,

since at the very least, it has a high need for mutual adjustment. The theoretical and empirical

findings of the functional and global constraints show a relatively low need for mutual

adjustment. For the interface and side effect interactions this was less evident, but this was

expected beforehand.

These findings may be regarded as contributing the first steps of a theoretical model based

on a particular architecture and able to explain or predict system-level coordination during a

design process. The advantage of the constructs is currently that while these are relatively

easy and objective, they are still suitable for identifying the need for coordination.

The aspects that have been suggested for further development of the taxonomy will be

looked at again in the next chapter, where options for further research will be formulated.

After that, those methodological aspects that also apply to the conclusions in the present

section will be dealt with.

6.6.3 The generation of options for improvement: discussion

Perhaps most interesting aspect of this research is that it has resulted in a real practical under-

standing and generated a significant number of improvements that are being (or will be)

implemented by the company. The focus on the underlying technical structure of the design

process (based on the taxonomy) is, in this researcher’s view, its most unique feature. The

taxonomy applications will be discussed in a similar fashion as the description of the results:

general management, improvement per interaction, and contingencies. It should be noted

that since all of the aspects have to be considered in relation to each other, the discussion will

simply focus on classification.

The focus on interaction in general: discussion

At a general level, documentation of the interactions created an awareness of the current

architecture and provided an understanding of the importance of managing these interac-

tions correctly during the design process. Despite these being important things to have

achieved, it must be questioned whether such insights can be solely attributed to the

taxonomy. It is possible that a very general model of interactions would have been sufficient

to draw attention to the interactions between building blocks and elicit general (and valid)

suggestions for improvement such as better definition of responsibilities or more focused

meetings. However, in this researcher’s opinion, the strength of the interaction types as

described here is that everybody was able to understand their relevance and found the

shaver’s described architecture convincing. A more general approach would probably have

resulted in a discussion about the ‘truth’ of the interactions, instead of how the interaction

could best be managed. 

The focus was on technical interactions and an awareness of their importance was created.

While having such a focus and taking measures to increase it in respect of system-level 

interactions was the logical step to take, it was, in fact, beyond the scope of the inter-

action constructs. Further research (more psychologically oriented, for example) would 

be welcome. It should be mentioned, however, that the findings that the design teams had a

high internal focus and low external focus match the findings of Sosa and Eppinger as

described in Chapter 4.
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Improvement per interaction: discussion

The overview of the building blocks in a matrix form and the definitions of the interaction

types made detailed discussion of the coordination activities of each particular interaction

possible. Based on the underlying technological decisions, the project members were able to

see precisely what coordination had taken place, and how it could have been done better (in

their opinion). These remarks were very specific and included many aspects. Nevertheless,

since specific interaction were being referred to, and it was very clear what issues were being

talked about and the particular perspective that was being taken, it is this researcher’s

opinion that this made it possible for the discussion to stay at an objective level, without

getting bogged down in subjective considerations. In short, it made effective discussion of

the interactions possible.

In addition, the prescriptive logic behind the interactions (especially for the functional,

mapping, and global constraint interactions) turned out to be useful for structuring the

discussions and providing potential directions for improvement. The logic was helpful in

suggesting precise and more effective ways of going about coordination, but also indicated

when intense coordination efforts were an inevitable part of the process given the presence of

a particular interaction. 

Another issue worth mentioning is the general acceptance of the prescriptive logic. In

general the designers of the project team did not actually use prescriptive models during the

design process. In their eyes these were too restrictive and deviated too much from real-life

processes of problem solving. Nevertheless the prescriptive constructs and logic turned out to

be quite valuable, although the way prescriptive logic was applied in this research differs

somewhat from engineering methodologies. The enormous body of knowledge was employed

in a straightforward and focused manner and applied to detect the problems in existing

situations. Instead of prescribing all kinds of steps and forcing designers to use a sequence of

decision-making processes, the prescribed models were shown in an ideal situation and the

alternatives available for improving the design process and the consequences of deviating

from the circumstances made evident.

Contingencies: discussion 

The fact that the interactions could be linked to their underlying causes and the firm’s policy

made the analysis much more acceptable to the company. The approach not only considers

more effective solutions, it also indicates whether these are realistic within the current way of

working or policy. Related to this, the management mentioned that they liked the two

different options for improvement (coordination and technical manipulation). If there had

only been a focus on the more modular aspects of structure of the product, this would probably

have created much more opposition to the analysis since there was a general awareness 

of the real limitations involved in going more modular. The options for better coordination 

were hence very welcome since these provided an alternative that in terms of production 

is cost-free.

An unexpected effect was that the analysis not only links the product to the organization,

but also bridges operational and strategic levels of decision-making. In fact most designers

were individually aware that the amount of coordination was highly affected by decisions to

minimize unit cost (for instance). These strategic decisions were made at a higher level and

had to be accepted. However, the impact of all joint interactions on coordination make the

characteristics of coordination on the ‘floor’ a matter of more strategic importance and
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ultimately a reason for reconsidering technical contingencies in general. This is possible since

for each interaction its technical cause can be deduced. Each individual designer’s knowledge

has been collected and linked to overriding decisions made by top management and the

marketing department. This also works in the opposite direction (from the strategic to the

operational). Having discussed the role of this analysis, some methodological consideration

will now be addressed. 

6.6.4 Methodological considerations

Like 6.1 this section explores the validity and reliability of the findings. The most interesting

question here is whether it can be said that the results are entirely due the approach taken in

this research, and in particular the taxonomy of interactions.4 the unique influence of the

taxonomy, the impact of the investigators, the effect of the analysis having a the retrospec-

tive nature, and the unique conditions of the case will be discussed below.

The influence of the taxonomy

A considerable amount of study of theory went into the development of the new taxonomy. In

the first section the advantages for data collection were mentioned. There are also good

reasons for claiming that the taxonomy was the most important factor behind the outcome.

The logical question now is (as previously briefly noted) is whether the findings and improve-

ments are uniquely the result of the taxonomy, or could also have been accomplished by any

other interaction model. The only way a fully valid answer to this question could have been

obtained would have been by comparing the results of different interaction approaches within

exactly the same case situation and conditions. This is obviously not possible, and logical

reasoning about why alternative interaction models (the DSM models and the existing

taxonomies) would not have achieved the same results had to be relied upon. 

This researcher strongly doubts that the existing interaction studies could have achieved

similar results. As described in Chapter 4, the DSM studies lack a clear technical background

in respect of interactions. It is thus argued that the mutual agreement on the findings, the

options for better coordination modes, the options for manipulation of the interactions, as

well as the clear link with the overall contingencies would not have been possible based 

on these interaction constructs. The same applies for the taxonomy that Pimmler and

Eppinger devised. Since this taxonomy does not include the mapping or global constraint

interaction it cannot be convincingly linked to architectural decisions. The effects on 

coordination could not have been recognized, and the options of manipulating the inter-

actions and the relationship to the overall company policy would not have logically followed

from this taxonomy. 

This researcher has no qualms about attributing the results to the taxonomy and its logic.

This is not to say, however, that if this analysis had not been performed, the company would

have continued their traditional way of working. It would probably have had another look at

its architecture and way of working, but in a different way.
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The influence of the investigator

It cannot be denied that that this researcher’s role in the research may have had an impact on

the results. The analysis was presented as enthusiastically as possible and the importance of

the interactions was continuously stressed. This is unavoidable when the aim is effective and

in-depth feedback on the analysis. Personal involvement and a good personal match with the

members of the company are necessary conditions for doing this type of analysis, though only

a necessary and not the only condition. This researcher would argue that the options for

improvements were not influenced by the personal involvement, but were largely based on the

logic of the interactions as defined in the taxonomy. In fact, the members of the organization

frequently mentioned how correct the logic of the analysis was and how preferable to

accepting recommendations on personal grounds. The project members were highly educated

and well experienced and had a good eye for the matter. The fact that the company has started

implementation of the options for improvement is perhaps the most impressive demonstration

that the members of the organization were serious about the analysis and its logic. It is

perhaps worth noting that the researcher does not have a technical background and based his

recommendations on the logic of the taxonomy.

The influence of the analysis having a retrospective nature 

Most of the data relating to coordination was collected retrospectively by interviewing project

members. The results are based on personal interpretations of past instances of coordination

spread over quite a long period of time. The results may be biased by the interviewees’

personal impressions and also by the researcher’s questions and focus on the interactions. It

is obvious that the researcher’s attendance could not have influenced the course of the actual

design project since it was virtually finished when the research project started. 

The research’s strongest element is undoubtedly the high validity of the taxonomy of inter-

actions. A clear distinction could be made between what needed to be coordinated (the inter-

actions) and the coordination itself (between the teams). The interaction constructs and

underlying theory were very useful in helping to identify what coordination was required, and

this also improves the validity and reliability of the elaboration of coordination effort. Due to

the interactions having a technical background, it was possible to check the technical reports

for the ‘facts’ involved in the interactions, and facts were the items on the meeting agenda.

Furthermore, reactions to the presentations and interviews with key informants could be

linked up on the basis of technical issues. These multiple sources of evidence all played a part

in the findings. There was particular attention paid to verification of the results during the

presentations, since it was a public well known for its knowledge and open attitude to

discussion, as mentioned above.

Specific conditions of the case

The results of this investigation were all based on a single case study and therefore particu-

larly sensitive to the specific conditions of the case. Different results may well have been

obtained with other cases.

The case study satisfied the preferred conditions noted in Chapter 5. The product was not

entirely modular, the project team was large and it was split up into smaller design teams. 

An important factor was that our investigation came at a good moment in time, when the

‘pain of complexity’ was being seriously felt. The fact that the company was very open and did

not shy away from looking at options for improvement was beneficial. An additional and
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powerful factor was that the traditional way of conducting system-level coordination (within

the shaver company) left much to be desired. This may unique to this company. However,

based on the papers previously described, the system-level interaction problem would seem to

be a very common one in development projects, especially when the new products are

innovative (Henderson & Clark 1990).

A detailed description of the characteristics of the case and its background in order to

provide an idea of the specific conditions was one of this research’s aims. However, as already

mentioned, how the taxonomy would function in another situation can only be decided at the

hand of additional research. 

6.6.5 Measuring of the effect on improvement: discussion

This research commenced with a comment on the importance nowadays of companies having

efficient and well performing design processes. This has some relevance for the investigation.

The logic of engineering design models and organizational principles has demonstrated that

the performance of design projects involving large physical products can be enhanced.

Reducing the interactions between design teams, or better management of the system-level

interactions must logically result in better performance. There is thus a good chance that the

suggested measures for improvement will increase efficiency. The fact that the company

proceeded with the recommendations contained in the analysis strongly indicates that there

is a likelihood that the expectations will be fulfilled.

On the other hand, this expectation can only be stated, and not proven. The research’s time

frame was too short to measure whether the recommendations have had effect. As a first step

towards a solution, a performance indicator that documents the percentage of fully specified

interactions has been suggested. Its role would be twofold. For management, it would

function as a way of monitoring to what extent improvement in the management of interac-

tions has been booked. It also has the potential to relate the effects of the analysis to the

overall performance of the design project. Figure 6.9 showed that it can be anticipated that

the ‘newer’ projects will have specified their interactions at an earlier stage of the design

process. When this phenomenon can be observed in practice, it will be possible to check

whether this ‘improved’ curve correlates to more speed, quality, or lower project costs. There

are, however, quite a few problems related to validation of the claim that the analysis will

result in better project performance. The following will be mentioned: 

· Many of the ongoing changes were outside the researcher’s influence.

Since the presentation of the results, many things have changed within the company. A large

number of improvement projects have been instituted in order to increase the performance of

the design projects. These were concerned with knowledge management, IT solutions, multi-

project project management and so on. These projects can all be expected to have a positive

impact on project performance, making it difficult to distinguish them from the effects 

of the architectural improvements. In addition, many people, including management, 

will have changed their jobs, which may also have a significant impact on the performance 

of the projects.

· No opportunity for experiments.

As a possible solution to the problem of distinguishing the above-mentioned ‘disturbing’

factors from the effects of the analysis, this researcher considered doing an experimental

design involving an experimental setting in which a project is influenced as much as possible

by the recommendations of the analysis, and the other is not. When both of the projects had
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run their course the performance of both could be compared, and the differences explained in

term of the effects of the analysis. However, the company preferred not to go along with it, and

moreover, it was virtually impossible to implement. The company advocated distributing the

analysis to all design projects. Furthermore, the exchange of knowledge between designers in

the various teams was by nature too intense to be able to isolate one group from another.

These same methodological difficulties have been noted in medical studies, for instance.

Experimental research for new medicines for life-threatening diseases (e.g. HIV) have been

hampered by the various groups of patients starting to exchange medicines since it is unac-

ceptable that one group not be cured on methodological grounds.

To sum up, the performance indicator seems to be promising, but many methodological dif-

ficulties still have to be solved. The claim to increased performance will have to remain one

which logic alone proves.
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7 Conclusions and suggestions for 
further research

This research has devised an approach to analyzing system-level coordination from the point

of view of product architecture. The analysis was conducted using the design process of an

electric shaver. The findings confirm the belief within product development literature that

system-level coordination within design processes is often not fully understood and is an

important variable for improving project performance. With regard to this case study, it

emerged that an explicit focus on the underlying architecture of the shaver increased the

practical and theoretical understanding of system-level coordination. Moreover, the analysis

resulted in a significant number of structured options for improvement. These included

improved ways of achieving coordination for the given product architecture and options to

adapt the product architecture so that coordination is facilitated. Some of these options have

been implemented within new design processes for shavers, and it should be possible to

measure their impact on project performance in the future.

The present chapter is the last one of this thesis. The first section presents the conclusions

and the second suggestions for further research.

7.1 Conclusions
This research started with the assumption that efficient design processes are a requisite for

company survival in this day and age. It is thus important for scientific researchers to focus on

understanding and improving product development processes. Current research into

successful design processes is generally separated into two separate fields of knowledge –

engineering design communities and management communities. The first typically focuses on

detailed technical issues concerning the construction of physical products, and the second

considers how people can work together effectively. Further, several authors have stressed on

a general level that technology and organization are closely related and that a clear match

between the structure of the product and the structure of the organization is of crucial

importance for good project performance. The relationship between product architecture and

organization was then explored at a more applicable level. The scope of the research was then

defined and the following research question formulated:

How can the particular architecture of a product be represented such that it offers a clear

understanding of the characteristics required for system-level coordination during the

design process, and such that it provides a vehicle to generate options for improving the

performance of future design projects.

To answer this question, the thesis was divided into two sections, a theoretical one and a

practical one. The theoretical section investigated current knowledge in the fields of

engineering design (Chapter 2) and organizational design (Chapter 3) and finally focused on

research that combines the two (Chapter 4). Taking this as a basis, Chapter 5 developed a
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means to analyze the organization of design processes from the perspective of product archi-

tecture. This approach links the organizational and technical bodies of knowledge at a

detailed level and forms the foundation of the practical part of the thesis. Chapter 6 then

illustrated the approach and examined how it functioned within the real-life design process

for an electric shaver. 

The conclusions of this thesis will be structured in line with the outline given above. First,

the theoretical conclusions that ultimately resulted in the proposed approach will be

presented. This is to all intents and purposes the answer to the research question posed above.

Second, the application of the approach to the case study will be considered and the questions

as formulated in Chapter 4 addressed. The conclusions will be presented under the following

two headings:

· Theoretical conclusions.

· The conclusions of the application.

7.1.1 Theoretical conclusions

The following section describes how the research resulted in a proposal to analyze design

projects. Four logical steps that can be considered as supportive conclusions of the

exploration and discussion of the theory are first presented. The proposal is then set out.

The first important step in linking both perspectives was the following:

· Product architecture and design project teams can both be represented as systems with

interacting elements.

This means that product architecture can be modeled as a set of interacting product building

blocks, and a project team can be thought of as a collection of interacting (smaller) design

teams. According to the DSM approach, these ‘systems’ can be represented in great detail in a

matrix. In the case of a product, it is easy to see which building blocks make up the product,

and how each pair of building blocks can interact. Different types of interactions can be

modeled in order to distinguish different technical reasons for the interaction. Similarly, it

can also be shown how a project team is split up into design teams and how they exchange

information in order to achieve system-level coordination between the teams. These models

are used in product development literature to deduce possible improvements for future design

projects. They propose constructing more independent teams and establishing mechanisms 

to improve system-level coordination. The second step towards linking architecture and

organization is:

· Effective product development projects match product architecture and organization.

Current research in the field of product development linking product and organization

stresses that effective companies organize their design teams around the product building

blocks. The structure of the product reflects the structure of the organization. As a result, the

interactions between the building blocks can be mapped to the interactions between the

design teams. This leads to the following step:

· Interactions between building blocks are the main reason why system-level coordination

between teams is required.

If it is assumed that development projects organize their design teams around the building of

the product, then interactions between the blocks can be considered to be the cause of

system-level coordination. Put differently, by mapping the product onto the organization 

one can distinguish what needs to be coordinated (the interactions) from how system-level
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coordination is achieved (between the design teams) during the project. 

This concept is the main vehicle for understanding and improving system-level coordina-

tion. First, the need for system-level coordination can be explained by the characteristics of

the existence of interactions between building blocks. Second, system-level coordination can

be improved by reducing the interactions, and thus decreasing the need for system-level coor-

dination, or by proposing appropriate coordination mechanisms that fit the characteristics of

the interactions. The next step is based on classic organization theory:

· Goal-setting is an efficient coordination mechanism.

Classic organization theory states that coordination can be achieved in different ways. The

most preferable within uncertain environments is the strategy of goal-setting (after

Galbraith). That is, two interacting teams specify goals on a high level of abstraction such that

the detailed actions can be performed in isolation of each other. If both teams achieve their

goals, the work is well-coordinated. Should the teams not be able to apply goal-setting, con-

siderably more effort is needed to integrate the work of two teams. Furthermore, based on the

work of Thompson, it is argued that the way that a coordination mechanism can be applied is

determined by the characteristics of the interaction. This leads to the following:

· Whether the representation of the architecture is adequate for analyzing system-level

coordination depends on which types of interactions are distinguished.

It emerged that in order to establish a systematic and meaningful analysis it must be possible

to define the interactions such that for each (type of) interaction it is possible to identify its

cause and its impact on coordination, and to identify manipulation options. 

It was concluded that the available interaction models do not satisfy these criteria. The

taxonomy (after Pimmler and Eppinger) that is usually used in technical literature to

represent architectures cannot be clearly linked to (architectural) decisions and is unable to

indicate characteristics for system-level coordination. Alternatively, the DSM models are only

able to make a limited analysis and interpretation since their interaction construct (exchange

of information) is much too global. The following answer to the research question thus

emerged:

An appropriate way of representing a product architecture that enables the system-level 

coordination to be analyzed is to document the product building blocks and identify three

types of interactions between them. These types are:

· Functional interaction: Two building blocks need to exchange energy, material, or

information in a functional way.

· Mapping interaction: Two building blocks together fulfil the same function.

· Physical interaction, which comprises three subtypes:

· Global constraint interaction: Two building blocks are both subject to the same

constraints (e.g. on space).

· Side effects interaction: Side effects (e.g. heat, vibration, magnetism) from one building

block influence the functioning of the other building block.

· Physical interface interaction: Two blocks physically exchange energy, material, or

information and/or are attached to each other.

This taxonomy is based on a detailed investigation of engineering design literature. The

following definitions must be used:

Functions are ‘design goals’, or ‘what needs to be achieved by the product’, without
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describing how it is achieved. A function may be expressed as a transformation of energy,

material, or information, but this is not essential.

Building blocks are collections of the physical characteristics of a product that are required

to achieve the functions.

It is further assumed that generate-test cycles are needed to find physical characteristics

that appropriately satisfy a function.

The proposed types of interactions are directly based on the architectural decisions that

determine product architecture (after Ulrich). As a result, the cause of each interaction and

the way an interaction can be manipulated (by which decision) is completely transparent.

Furthermore, based on the characteristics of the types of interactions the following proposi-

tions were theoretically deduced:

Two teams whose blocks functionally interact are able to apply goal-setting.

They have the freedom to make detailed design decisions completely independently of each

other as long as they achieve the functional specifications of energy, material, or information

input.

· Two teams whose blocks have a mapping interaction are hampered when applying 

goal-setting.

Since both blocks are needed to fulfill a function, they cannot make detailed decisions inde-

pendently of each other. Generate-test cycles have to be collaboratively performed to find a

solution for the mapped function.

· Two teams whose blocks have a global constraint interaction are able to apply goal-setting.

A constraint can be decomposed into a smaller constraint for each block, and each team can

make all design decisions completely independently of each other as long as each block

satisfies its constraint.

· Two teams whose blocks have a side effect interaction need to solve an exception to the

original specifications.

This coordination cannot be planned for and is reactive. It is not possible to make a clear

statement about the level of detail at which coordination has to take place.

· Two teams whose blocks have a physical interface are limited in applying goal-setting.

The coordination has to take place at a low level of detail, but it is difficult to make a general

statement about its implications.

7.1.2 Conclusions of the application

The conclusions of the practical part will be structured according to the questions formulated

in Chapter 4:

· Is the representation of product architecture fully understood, and can each interaction be

linked to system-level coordination?

· What system-level coordination activities go with each type of interaction, and are the

premises behind the coordination characteristics per interaction type valid?

· Does the analysis result in options to improve the design process, and what are 

these options?

· What are the effects of these options on project performance, or, at least, how can they be

measured?
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In order to obtain answers, the analysis has been applied to an virtually finished design

process for an electric shaver. The project team was large and comprised smaller design teams

that each was responsible for the design of a building block for the shaver. The whole project

team was housed in one room. The shaver was very innovative (for both market and company)

and was not fully modular. The project was finished within the planned schedule and was a

great success in the marketplace. However, the process was exceedingly complex. In broad

terms, the following steps to collect the data were performed:

· The shaver was decomposed into ten building blocks.

· The interactions between each possible pair of building blocks was documented according

to the proposed types of interaction.

· The system-level coordination effort per interaction was retrospectively identified.

· All of the findings were modeled in a matrix and options suggested to improve the design

process according to the logic proposed here. This was then presented to the company.

· The researchers were involved with the implementation of the improvements.

Each of the above-mentioned questions will be considered in the sections to follow. The role

of the taxonomy will first be focused on, and then the case-specific findings.

Common understanding of the interaction constructs

Thanks to their clear technical background, the identified interactions were very easy to

understand. During the documentation of the interactions of the shaver, all interviewees

recognized the same interactions. In addition, the presentation of the interactions by several

parties within the company showed a high level of consistency and an understanding of the

interactions. The main advantage of the constructs was that they were directly based on a

physical product and could be checked at any time.

Furthermore, the system-level coordination activities could be clearly related to the inter-

actions. Apparently, the clear technical definitions of the constructs enabled the project

members to project their specific coordination activities onto each interaction separately.

Propositions approved

Since each interaction could be linked to coordination activities, the characteristics for coor-

dinating all the documented interactions could be compared. Each interaction was compared

with the propositions and it was found that although the actual coordination effort could be

higher than the propositions, it was never lower. This is as expected since it is known that

real-life processes are never as optimal as the prescriptive logic. The following was concluded:

· A mapping interaction between building blocks needs significant system-level coordina-

tion between the design teams during the design process.(Goal-setting is hampered)

· The functional interaction and the global constraint interaction minimally correspond to a

low need for system-level coordination between the design teams during the design

process. (Goal-setting can be applied)

· Intense coordination effort was measured for the interface and side effect interactions but

these differed per interaction, and no clear general statement could be suggested (in line

with the propositions).

The most spectacular finding was that the mapping type interactions for each observation cor-

responded to intense system-level coordination.

129



These findings contribute to the first steps of a theoretical model that states that interaction

type A implies coordination type B. By using the particular architecture of a product, it can

explain the amount of system-level coordination that is required and suggest effective orga-

nizational structures. In addition, the propositions per interaction also play an important role

within the generation of options for improvement, which will be described below.

Understanding and improvement

Perhaps the most interesting outcome of the research is that it resulted in a significant

number of improvements. There were three different aspects in the analysis: it put increased

focus on the management of interactions in general, it provided a means to improve the

separate management of each interaction, and it created insight into the underlying contin-

gencies of the architecture. These conclusions are addressed below.

More focus on system-level coordination

The analysis of the architecture of the shaver significantly emphasized the problem of system-

level coordination within design projects. Previously, such awareness and its relationship to

the architecture of the product was much less available within the firm. It was concluded that

a detailed and clear overview of the interactions triggers structural discussion and encourages

reflection on the general way of working. This resulted in a number of insights for the project

team. They all agreed on the effective structure of design teams and advocated the one-room

approach to achieve easy information exchange. On the other hand, although the company

became aware that system-level interactions were insufficiently managed, the focus within

each design team remained much higher than the focus on the interactions between the

teams. One possible explanation is that the easy communication within the one room has a

side effect in that it does not force designers to effectively and formally manage the interac-

tions (where possible). In addition, the number of interactions between the blocks was much

too high to be managed by a single hierarchically higher lead designer. The suggested

measures for improvement were all in the direction of more focus on the interactions and

better responsibilities for the interactions during the design process.

Improvements for each interaction

In addition to this general insight, the documentation was used to discuss each documented

interaction separately. Based on the objective underlying structure of interactions, project

members from different technical backgrounds were able to recognize and discuss what coor-

dination had taken place and how it could have been improved. 

It was thus concluded that:

· Documentation of the interactions triggers discussion and encourages reflection

concerning the management of each interaction separately, which is very effective in itself.

Further, it can be stated that: 

· The logic of the interactions is very helpful in structuring the discussions and guiding

options for improvement.

In effect, the ‘ideal’ propositions assist in suggesting more adequate ways for coordinating a

specific interaction, or for indicating when intense coordination effort is an inevitable part of

the process given the existence of a particular interaction. Proposals were made for each 
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interaction in turn on how they could be technically adjusted in order to simplify future

system-level interaction. Hence:

· The characteristics of each type of interaction indicate more effective ways for coordinat-

ing existing interactions.

· The characteristics of each interaction type provide insight into how each interaction could

be technically adjusted in order to facilitate system-level coordination.

Remarkably, options for improvement could be suggested for most of the interactions. The

technical decisions were then considered, in particular within the context of coordination and

goal-setting. Options for better coordination included earlier and more formal goal-setting,

and preventing failure or changes to the goals. Measures to manipulate the interactions

included a reduction in the number of interactions, the simplification of interactions, or the

standardization of interactions. Both types of improvement could be suggested for each

interaction. For mapping interactions, the options for manipulation seemed to be the most

effective since all mapping interactions inevitably result in intense coordination effort.

However, most of the options for manipulation are strongly limited by the company’s overall

policy, as will be addressed below.

The contingencies behind the interactions

The contingencies behind the interactions can clearly be deduced. Using the characteristics

of the interaction types it is possible to discuss the reasons for the underlying decisions. It can

thus be concluded that the typology is able to demonstrate how existing interactions are the

result of the overall policy or way of working of the company. In the case of the shaver, it can

be noted that most of the interactions could be explained by the policy of low unit cost, high

emphasis and priority on styling, the available assembly system, and the established

production structure. The ability to deduce the underlying contingencies of an interaction

structure was considered strongly beneficial. First, it makes the analysis more realistic since

the impact of coordination-friendly advice on other aspects of the company can be outlined.

Furthermore, if the overall policy remains unchanged, it is clear which interactions will

logically return in future projects. This insight could never have been achieved with

traditional DSM models.

To sum up, the analysis resulted in a large number of lessons learned that can be 

applied to facilitate future system-level coordination and be expected to increase the 

project performance.

The effects of the analysis on the firm

The proposed advice has had an considerable impact on the new product development

policy of the firm. After the presentations there was much more focus on the interactions

during the project and more formal ways for coordination were introduced. Most importantly,

an architecture team was instituted whose goal is to reconsider the current architecture and

to propose a new improved architecture. The scope of this team is wider than the focus here

since all aspects of the business have to be taken into account. 

Based on the theoretical reasoning outlined here, these measures can be expected to

initiate increased project performance. Due to the time limit of this research, it was not

possible to measure the effects, however. A performance indicator that documents the extent

to which the lessons learned are being implemented was proposed. This indicator can be
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linked to the performance of design projects in the future. This may ultimately validate the

claim of improved project performance. It should be remembered, however, that there are still

many methodological difficulties.

To sum up, the proposed taxonomy of interactions appears to be an adequate means of

analyzing and suggesting options to improve system-level coordination. Its underlying logic

also makes its application within other cases a viable option. However, future research has yet

to prove these expectations. 

Furthermore, the specific findings of the shaver case can only be considered on their 

own merits. It cannot be concluded that all design projects have a low focus on system-level

coordination. However, the findings do add one more example to the literature demonstrating

that system-level interactions are often poorly understood and provide an important variable

for achieving better performance.

7.2 Directions for further research
After having addressed the conclusions, suggestions for further research will now be made.

Before doing so however, it would be useful to take a brief look at the present and past

situations, in line with the philosophy of DSM and this thesis.

When looking back it can be concluded that this research has a strong focus. We concen-

trated on system-level coordination and have applied our approach to only one case. During

the research many issues, ideas, and observations passed the review. The concept of product

architecture is extremely wide and highly relevant. Many interesting observations could be

made during the exploration of the case, for example about the management of design

processes, the many human aspects, the broad implications of architecture, and, obviously,

the entire process of creating a new architecture.

The research resulted in a great number of interesting and stimulating aspects, and

without doubt this thesis contains only a small part of everything that was been said and

done. Despite a broadening of the scope, however, we deliberately confined ourselves to the

theoretical foundation of product architecture. This was an important step in achieving focus

and validity for the results, and was of course interesting in itself. In addition, we believe that

the taxonomy of interactions and its ability to represent and interpret the architecture of a

product offers a strong foundation for further research.

Broadly speaking, promising directions for further research include the external validation of

the approach within other cases, fine-tuning or extending the approach, using the represen-

tation to study alternative implications for product architecture, the construction of new

architectures, or applying the taxonomy in non-physical situations.

7.2.1 External validation

As already indicated in the introduction to Chapter 1, a multiple-case-study setup is required

to validate all the claims that are made in this research based on the analytical generalization

of a single case study. There are a number of options:

· To further test and develop the tentative proposals about how the several types of interac-

tions relate to system-level coordination.

For instance, is a mapping type always accompanied by a great need for mutual adjustment?
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A multiple-case-study setup with contrasting product architectures will probably form the

best basis for proving such a claim. Modular architectures can then be expected to have a low

need for mutual adjustment, and integral ones an extremely high need. The ultimate goal is

thus to construct a Thompson-like theory that is able to state which type of interaction fits

which type of coordination. Such a theory can be used to predict coordination needs, or to

find appropriate organizational structures for a particular product architecture.

· To check the functioning of the tool in its role of improving design processes within 

other cases.

Does it work in the same fashion? The findings can then be separated from the specific char-

acteristics of the shaver case, as well as our specific involvement. If the analysis results in the

same type of improvements, this would be strong evidence in favor of the approach. If the

analysis yields strikingly different results, it would be interesting to identify the specific

reasons that affect the approach. Do they depend on the skills of the investigator, on the

specific way coordination was achieved within the case, or is it part of the representation

itself? Furthermore, it would be useful to investigate whether the approach is appropriate for

other organizational structures (i.e. functional organization), other product architectures, or

even other types of products (i.e. software).

· To further validate the proposed performance indicator.

As discussed above, the performance indicator provides a vehicle to link the management of

interactions to the performance of design projects. A couple of methodological remarks were

noted but observations of different cases over a longer period of time should result in very

interesting knowledge.

7.2.2 Refinement or extension of the taxonomy

During the discussion of the results, several aspects that were observed within the case were

noted but could not be directly explained by the interactions. A number of extensions that in

turn could be the object of further research were suggested, including:

· Increasing the link with axiomatic design to identify coupled design parameters.

An interesting observation (discussed in the previous chapter) is the interference between

interactions. The combination of several interactions may cause iteration between design

parameters. It was concluded that in order to enrich the analysis, not only the reason why two

blocks interact should be identified, but the exact design parameter (location, size, material

etc.) involved with that particular interaction should also be modeled. For instance, blocks B

and F have a mapping interaction that includes the position of component B1 and the

geometry of component F1. To this end, the building blocks should be ‘opened’ into the lowest

level of detail to explore all interacting detailed design parameters. The drawback of going

into more detail is that it hampers a clear overview and becomes a very technical, complicated

exercise. This was the main criticism of the axiomatic approach stated in Chapter 2.2.

Hintersteiner and Friedman (1999) recently proposed an axiomatic design solution to identify

coupled (interacting) design parameters between building blocks.

· Investigating further the probability that a mapping type of interaction can cause interfer-

ence with other interactions.

This may be an alternative solution to the above assumptions. Since mapping interactions

generally include the detailed specification of multiple design parameters, they are perhaps

most likely to cause interference with other design parameters. One could decide to focus on

these interactions in particular when searching for ‘coupling’ of building blocks.
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· Including considerations of sequence.

The current types of interactions take no direct account of time or sequence. In order to

capture the specific sequence of how a company works, the taxonomy of interactions

presented here may be added to a traditional DSM approach. Interactions between designers

(exchange of information) can be enriched by also specifying the type of interaction between

the building blocks they refer to.

· Adding considerations of planning.

Within this analysis it is argued that a global constraint interaction causes no system-level

coordination as long as the teams achieve the goal and satisfy the constraint. However, there

is no mention of whether that would take a day or a year. Hence failure of a team may also

occur when they exceed the time limit, which in turn causes additional system-level coordi-

nation. This is not modeled in the current taxonomy. Conceptually speaking the same applies

to cost and quality variables.

· Enhancing the types of interaction by including probability of failure or slack.

These aspects turned out to be important in explaining the amount of system-level coordina-

tion involved in functional and global constraints (see the discussion in the previous

chapter). These issues play a leading role in Galbraith’s theory. The downside of adding these

features is that the taxonomy becomes more complex and less objective. What is a probability

of failure, and what is slack? These factors are probably strongly dependent on the personal

opinions of the interviewees.

· Changing the approach from retrospective to predictive.

Using the strong theoretical foundation for the interaction types, it would be nice to find out

the extent to which it is possible to predict the amount of system-level coordination that is

required for specific types of interactions between building blocks. Perhaps the above remark

including probability of failure will prove of additional value here. Constructing predictive

models is generally seen as the Valhalla of scientific modeling, but very few models actually

manage to be predictive (Smith & Morrow 1999). This approach may do better. However, we

may have to accept that prediction is very difficult within complex environments as the

following (anonymous) quote indicates: ‘The tragedy of life is that we understand it by

looking back, but have to live it in the future.’

7.2.3 Alternative interpretations

In addition, the role of types of interactions can be applied to more than just coordination.

Here are a few options:

· Elaborate the role of power as a cause of an interaction structure.

The description of the contingencies behind the interactions also covered the high priority of

styling that caused many interactions. In fact, these interactions are the result of a trade-off

between all the wishes of the various departments. Many trade-offs can be founded on logical

grounds, but others may be the result of the relative power of the departments. What happens

to the structure when the production manager has the most power within the organization? It

would be very interesting to examine the division of (personal) power among the various

decision makers within a company and to compare this to the interaction structure. This

would provide a very different perspective on the architectural literature.

· Examine the social aspects of autonomy.

The role of focus on interactions has been discussed above. Several designers in the shaver

project team mentioned a ‘high’ focus on internal interactions and a ‘low’ focus on external
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(system-level) interactions. Sosa and Eppinger also mention this aspect in their study. Based

on clear interaction constructs, it would be interesting to study the social and psychological

influence of the autonomy of design teams or workers. This type of research is quite common

within social science but not that based on product architecture. Similar studies have been

conducted in socio-technical research within production environments. This involved the

construction of semi-autonomous production cells associated with assumptions of higher sat-

isfaction on the part of the workers. This type of research does not yet seem to be available

within product development literature and the proposed taxonomy of interactions would be a

good starting point.

· Examine the appropriateness of ICT solutions as a coordination mechanism.

One of Galbraith’s strategies is to increase the information handling capacity by instituting

ICT solutions. Similarly, digital solutions are currently very popular. Some researchers have

gone so far as to propose substituting direct human exchange of technical information with

remote ICT. Others stress the use of information systems as the universal solution for the coor-

dination problem (Lutters 1998). Given the findings of this thesis, particularly the mapping

interactions, it would be extremely interesting to investigate for which type of interactions

ICT applications would be an appropriate coordination mechanism and for which it would not.

The study by Novak and Eppinger discussed above argues that companies with integral archi-

tectures can better design their products in-house in close collaboration and leaves the strong

impression that not all interactions can be handled remotely.

Furthermore, issues like standardization, engineering change orders (Terwiesch & Loch 1999)

outsourcing (Novak & Eppinger 1998), Knowledge management (Sanchez 1999a) can all be

further explored using the proposed taxonomy.

7.2.4 A guide to design new architectures

The taxonomy of interactions introduced here is able to generate options to manipulate an

existing architecture. It does not, however, contain a framework to construct new architec-

tures that take all aspects of the business into account. Within the literature, a number of top-

down frameworks have been developed to support firms in their choice of architecture for a

product that will help to achieve the overall performance targets of the firm (Erixon 1998)

(Ishii 1997, Ishii 1998, Blackenfelt 2000). However, these top-down approaches have to deal

with a wide diversity of relevant factors, complicating a well-considered choice of architec-

ture. An extension of this approach may be to maximally apply established knowledge of an

existing architecture in order to contribute to the selection of an adapted architecture. Based

on the representation of an existing architecture it is possible to devise an approach that

considers the overall effects of small changes to the established architecture. In effect, the

combination of an approach that takes the existing situation as its starting point combined

with a broad knowledge of the models that take the ‘should-be’ architecture into account,

would probably be helpful in guiding the painstaking process of changing established archi-

tectures in the right direction. Recent papers reveal somewhat similar approaches (Martin &

Ishii 2000), and a very recent dissertation by two colleagues in Groningen has produced

promising results in its application to steam irons (Burgsteden and Wobben 2001). 

7.2.5 Broadening the scope of the taxonomy

It was mentioned in Chapter 3 that the interaction constructs of classical organizational
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theories need some update to be of more practical relevance. Therefore it is worth exploring

how the interaction constructs proposed in this thesis can be applied for e.g. an hospital. In

such a case, the functions and solutions of the hospital need to be defined and needs to be

investigated how the structure results in specific dependence and need for coordination

between organizational units. As being a researcher at the faculty of Management and

Organization, broadening the scope of the taxonomy seems a very attractive idea.
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Summary (in Dutch)

Het snel kunnen ontwikkelen van nieuwe (veelal complexe) producten is voor veel bedrijven

tegenwoordig cruciaal. Hierop inspelend richt dit proefschrift zich op het begrijpen en

verbeteren van ontwikkelprocessen van complexe fysieke producten. Hiertoe wordt

technische kennis van product architectuur verbonden met bestaande inzichten over

effectieve organisatie van ontwikkelprocessen. Verschillende onderzoekers hebben in

hoofdlijnen aangegeven dat een goede afstemming tussen de structuur van een product

(product architectuur) en de structuur van de organisatie van een ontwikkelproces van groot

belang is voor een goede project performance. Op een meer gedetailleerd niveau echter

worden techniek en organisatie binnen product ontwikkeling veelal los van elkaar

bestudeerd, terwijl het voordeel van een koppeling van beide evident lijkt. In dit proefschrift

is een manier ontwikkeld om de organisatie van een product ontwikkelproces te analyseren

vanuit het perspectief van de onderliggende architectuur van een product. De kern is hier een

taxonomie van verschillende types afhankelijkheden waarmee een product beschreven en

geanalyseerd kan worden.

Dit inzicht maakt het mogelijk om gestructureerd aanbevelingen te doen ter verbetering

van ontwikkelprocessen. Enerzijds kan dit door de organisatie beter af te stemmen op de

bestaande product architectuur, en anderzijds door de product architectuur aan te passen

zodat belangrijke organisatorische knelpunten worden voorkomen. Deze methode is

toegepast om een ontwikkelproject van een elektrisch scheerapparaat te analyseren. Het

blijkt dat het verloop van het ontwikkelproject verklaard kan worden op basis van de archi-

tectuur van het scheerapparaat. Uit deze zienswijze kwam een groot aantal opties ter

verbetering voort, waarvan enkele ook daadwerkelijk zijn (of worden) toegepast in nieuwe

ontwikkelprojecten. 

Dit proefschrift legt de sterk de nadruk op de theoretische onderbouwing van de

voorgestelde methode en beschouwt de case-study als illustratie en exploratie van de aanpak.

We zullen eerst de kern van de methode aangeven en daarna de toepassing beschrijven.

Bij het ontwikkelen van een nieuw (fysiek) product is normaliter een groot aantal mensen

betrokken die ieder een deel van het werk op zich nemen. Coördinatie is hierdoor van enorm

belang om het gehele project tot een goed einde te brengen. Het is de uitdaging om projecten

zodanig te organiseren dat de coördinatie zo effectief mogelijk verloopt. Zeker voor grote

projecten is dit niet vanzelfsprekend. Naarmate het aantal betrokken ontwikkelaars toeneemt

kan de totale coördinatie behoefte tot grote hoogte stijgen. Om de totale coördinatie binnen

grote projecten in de hand te houden is het verstandig om het projectteam op te splitsen in

kleinere design teams. In het ideale (hypothetische) geval zijn deze designteams geheel

onafhankelijk zodat ze taken volledig parallel kunnen uitvoeren. Normaal gesproken echter

zijn de design teams in een bepaalde mate van elkaar afhankelijk en is coördinatie tussen de

design teams een vereiste om het gehele project goed te laten verlopen. De afstemming van

interacties tussen design teams noemen we ‘system-level’ coördinatie en heeft de speciale

aandacht in deze studie. Uit literatuur blijkt dat deze interacties vaak slecht begrepen en
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gecoördineerd worden, terwijl dit essentieel is voor een goede project performance. Het beter

begrijpen en beter afstemmen van interacties tussen design teams is daarom een veel-

belovende insteek om verbeteringen te behalen. Een kleine groep recente studies werkt dit

idee verder uit. Deze modelleren alle interacties tussen de design teams van een bestaand

projectteam op een overzichtelijke wijze en leggen hiermee het vertrekpunt om een project

beter in te richten. Gebaseerd op een bestaand overzicht van alle interacties zijn er ruwweg

twee richtingen voor verbetering:

· Het toepassen van geschikte coördinatie mechanismen om de interacties tussen de design

teams effectief af te stemmen.

· Het verminderen van de afhankelijkheden tussen de design teams waardoor system-level

coördinatie eenvoudiger wordt en meer parallel (en dus sneller) gewerkt kan worden.

Deze ogenschijnlijk eenvoudige principes zijn attractief om te gebruiken binnen ontwikkel-

projecten. De tekortkoming is echter de manier waarop interacties tussen design teams

gemodelleerd worden. Bestaande studies vatten interacties op als uitwisseling van informatie

tussen de design teams. We constateren echter dat deze definitie veel te algemeen is en voor

velerlei uitleg vatbaar. Doordat de achterliggende reden van een interactie niet kan worden

afgeleid, is de waarde van de analyse en adviezen zeer beperkt.

Dit proefschrift levert juist hier een bijdrage door het concept product architectuur toe te

voegen. Product architectuur wordt gedefinieerd als de wijze waarop fysieke ‘building blocks’

(bouwstenen) van een product met elkaar samenhangen om het gehele product goed te laten

functioneren.

Op basis van bestaande organisatorische inzichten stellen we dat effectieve ontwikkelpro-

jecten zich zo organiseren dat de design teams zich elk afzonderlijk richten op het

ontwikkelen van een building block van het product. Met dit gegeven leiden we af dat de

interacties tussen de building blocks van een product noodzakelijkerwijs behoefte aan

system-level coördinatie tussen de ontwikkelteams veroorzaken. Het begrijpen van (duidelijk

waarneembare) interacties tussen building blocks van een product biedt zo de mogelijkheid

om system-level coördinatie gedurende een ontwerpproces te kunnen analyseren. Hiermee is

het verband tussen product architectuur en organisatie van ontwikkelprojecten gelegd.

We stellen ons vervolgens de vraag op welke wijze interacties tussen building blocks

moeten worden gedefinieerd om zo goed mogelijk de system-level coördinatie te kunnen

begrijpen. We beargumenteren dat de interacties zo gedefinieerd moeten worden dat 1) de

achterliggende technische oorzaak eenduidig is, 2) de noodzakelijke consequenties van een

interacties voor system-level coördinatie kan worden afgeleid, en 3) duidelijk is hoe een

interactie technisch kan worden aangepast.

Met deze eigenschappen kunnen we interacties van een bestaand product documenteren,

zodat we de system-level coördinatie tijdens een ontwerpproces kunnen analyseren en

gestructureerd opties ter verbetering kunnen aandragen. Deze opties zijn:

· Effectievere coördinatie van bestaande interacties tussen building blocks.

· Technische aanpassing van de interacties zodat de behoefte aan system-level coördinatie

afneemt.

Na bestudering en discussie van technische literatuur introduceren we een taxonomie van

drie verschillende types interacties tussen de building blocks van een product. Het betreft de

functionele interactie, de mapping interactie, en de fysieke interactie.
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De kern van deze taxonomie is gebaseerd op het onderscheid tussen functies van een product

en zijn fysieke oplossingen. Een functie van een product vatten we op als een ontwerpdoel-

stelling die beschrijft wat een product moet doen, zonder te specificeren op welke manier dit

gebeurt. Functies kunnen beschreven worden als transformaties van input en output van

energie, materiaal of informatie, maar dit is niet noodzakelijk. De fysieke oplossingen speci-

ficeren de fysieke eigenschappen van het product om de functies te kunnen realiseren. Een

building block vormt op deze wijze een fysiek deel van het product en vervult een deel van de

functies van het gehele product. De drie types interacties worden als volgt gedefinieerd:

· Een functionele interactie is aanwezig als de building blocks ieder hun eigen functies

vervullen, maar deze wel energie, materiaal, of informatie moeten uitwisselen.

· Een mapping interactie betreft twee building blocks die samen een functie vervullen

· Een fysieke interactie bestaat uit drie sub-types. Twee building blocks kunnen betrekking

hebben op een zelfde ‘global constraint’ (bijvoorbeeld een randvoorwaarde op ruimte),

kunnen een fysieke interface hebben, of er kunnen neveneffecten (trilling, warmte,

straling, etc.) optreden.

Deze verschillende types interacties tussen building blocks hebben ieder hun specifieke

kenmerken voor system-level coördinatie gedurende het ontwerpproces. We betogen dat ‘goal

setting’ een effectief coördinatie mechanisme is om het werk van de verschillen design teams

af te stemmen. Hierbij wordt voor elk design team een doel bepaald die ze moeten realiseren,

maar elk team de vrijheid laat hoe dit bewerkstelligd wordt. Goal-setting is echter niet

mogelijk voor elk type interactie. We nemen aan dat elk design team een building block moet

ontwerpen en we leiden de volgende proposities af.

· Een functionele interactie maakt ‘goal setting’ mogelijk. Design teams kunnen ieder

onafhankelijk van elkaar ontwerpbeslissingen maken, zolang ze er voor zorgen dat hun

block de juiste input en output realiseert.

· Een mapping interactie is moeilijk te verenigen met het stellen van een afzonderlijke goal

voor elk team. De teams zullen hun ontwerpbeslissingen heel frequent en op een gede-

tailleerd niveau moeten afstemmen om de gemeenschappelijk functie van het block te

realiseren. Dit zal gepaard gaan met veel iteratie.

· De global constraint interactie biedt mogelijkheid voor het stellen van een doel voor ieder

team. Teams kunnen gedetailleerd beslissingen onafhankelijk van elkaar maken zolang ze

binnen hun randvoorwaarde blijven.

· De coördinatie van neven effecten kan niet worden gepland en is reactief, maar het is

moeilijk een precies statement te maken voor het niveau van detail waarop dit plaats vindt.

· De coördinatie van fysieke interfaces laat ‘goal setting’ slechts beperkt toe. Coördinatie

moet op een laag abstractie niveau plaats vinden, maar het is lastig een algemene

propositie over de precieze gevolgen te maken.

Verder laten we zien dat voor elk type interactie duidelijk is welke technische oorzaak

erachter zit, en hoe deze eventueel in de toekomst kan worden gemanipuleerd en in welke

bredere context dit speelt. In het kort illustreren we de bijdrage ten opzichte van de

bestaande studies en geven we de omgeving aan waarbinnen de taxonomie het meest tot zijn

recht komt. 
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De taxonomie wordt toegepast binnen een enkele case-study. Voor het ontwerpproces van een

elektrisch scheerapparaat wordt nagegaan in hoeverre de proposities geldig blijken, en tot

welke inzichten de analyse leidt.

Door middel van interviews worden alle interacties tussen de blocks van het scheerappa-

raat gedocumenteerd en wordt de coördinatie die met elke interactie gepaard ging (retro-

spectief) achterhaald. Uit het onderzoek bleek dat de interacties goed en eenduidig werden

begrepen, en direct konden worden gekoppeld aan system-level coördinatie. De verschillende

karakteristieken van de types interacties kwamen goed overeen met de gevonden coördinatie

activiteiten. Met name de mapping interacties was zeer onderscheidend. Elke gevonden

mapping interactie tussen twee building blocks kwam overeen met intensieve en langdurige

coördinatie tussen de betrokken teams.

Op basis hiervan zijn opties ter verbetering afgeleid en gepresenteerd voor het bedrijf. De

resultaten van de analyse hebben we op drie onderwerpen ingedeeld: algemene bewustword-

ing van de interacties, verbetering per individuele interactie, en inzicht in de achterliggende

(strategische) redenen van de interacties.

Ten eerste leverde de analyse een algemene bewustwording en discussie op van het belang

van de interacties tussen de building blocks. Op basis van de duidelijk herkenbare

onderliggende structuur van het product was het mogelijk de huidige project organisatie en

manier van werken tegen het licht te houden. Gezien het grote aantal interacties tussen de

blocks kwam naar voren dat in de toekomst meer nadruk moet liggen op een gestructureerde

afstemming tussen de design teams.

Ten tweede kon elke individuele interactie gedetailleerd worden bediscussieerd en opties

ter verbetering worden geopperd. De kenmerken van elk type interactie speelden hier een

belangrijke rol. Voor elk type is aangeven hoe een interactie effectiever afgestemd had

kunnen worden. door bijvoorbeeld ‘goal setting’ bewuster toe te passen. Daarnaast is geïllus-

treerd op welke punten ingewikkelde coördinatie onvermijdelijk is, gegeven het karakter van

een interactie. Verder is beargumenteerd hoe bepaalde interacties technisch konden worden

aangepast om op cruciale punten coördinatie te vereenvoudigen.

Ten derde was het mogelijk ook de diepere achterliggende redenen van de (vele)

waargenomen interacties te verklaren. Hierdoor werd duidelijk op welke wijze de huidige

architectuur ingebed is binnen de huidige (strategische) keuzes van het bedrijf, en welke

brede afweging gemaakt moet worden om in de toekomst de architectuur aan te passen en de

coördinatie te vereenvoudigen. 

Na presentatie van de bevindingen, is een aantal voorstellen ter verbetering ook daadwerke-

lijk door het bedrijf in gang gezet met als doel toekomstige ontwikkelprocessen te verbeteren. 

De duur van dit onderzoek was te kort om aan te geven in hoeverre dit daadwerkelijk

resulteert in hogere performance van deze projecten. Er is een ‘performance indicator’ geïn-

troduceerd waarmee de verwachte positieve effect relatie in de toekomst gevalideerd kan

worden.

De voorgestelde drie types interactie en hun eigenschappen worden als een belangrijk

resultaat van dit onderzoek beschouwd. De verwachte karakteristieken zijn voor elk type

interactie gestaafd in de case. Hiermee is een eerste stap gezet richting een theorie waarbij 

op basis van herkenning van interacties binnen een fysiek een product de gevolgen voor 
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system-level coördinatie tijdens het ontwerpproces kan worden verklaard. Dit is een bijdrage

ten opzichte van technische en organisatorische theorieen.

Daarnaast wordt geconcludeerd dat het overzichtelijk weergeven van de onderliggende

architectuur van een product binnen de bestudeerde case heeft aangezet tot verbeteringen

van toekomstige ontwerpprocessen. Het representeren van een productarchitectuur levert

praktisch inzicht op in de behoefte aan coördinatie. De interacties creëren bewustzijn in het

algemeen, kunnen op basis van logica individueel worden verbeterd, en kunnen worden

gerelateerd aan de achterliggende (strategische) keuzes van een bedrijf. Bestaande studies

op dit terrein geen dit inzicht niet, of in beperkte mate.

Omdat de toegepaste methode op theorie is gebaseerd verwachten we dat de resultaten ook

bij andere projecten zullen gelden. De specifieke bevindingen van de case moeten op zichzelf

worden beschouwd en kunnen worden toegevoegd aan de bestaande studies op dit terrein.

Tenslotte wordt voorgesteld om in de toekomst verder te onderzoeken hoe de methode

extern kan worden gevalideerd, hoe de methode kan worden verfijnd, hoe de methode op

andere terreinen zijn waarde kan hebben, en hoe de representatie van architectuur kan

worden gebruikt om een nieuwe product architectuur te ontwerpen, en als laatste in hoeverre

de taxonomie algemeen toepasbaar is om een organisatie (zoals bijvoorbeeld een ziekenhuis)

te kunnen analyseren. 
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